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Abstract. This work introduces an extension of the residual distribution (RD) framework to stiff relaxation
problems. The RD is a class of schemes which is used to solve hyperbolic system of partial differential equations.
Up to our knowledge, it was used only for systems with mild source terms, such as gravitation problems or shallow
water equations. What we propose is an implicit–explicit (IMEX) version of the residual distribution schemes, that
can resolve stiff source terms, without refining the discretization up to the stiffness scale. This can be particularly
useful in various models, where the stiffness is given by topological or physical quantities, e.g. multiphase flows,
kinetic models, viscoelasticity problems. We will focus on kinetic models that are BGK approximation of hyperbolic
conservation laws. The extension to more complicated problems will be carried out in future works. The provided
scheme is able to catch different relaxation scales automatically, without losing accuracy, we prove that the scheme is
asymptotic preserving and this guarantees that, in the relaxation limit, we recast the expected macroscopic behaviour.
To get a high order accuracy, we use an IMEX time discretization combined with a Deferred Correction (DeC)
procedure, while naturally RD provides high order space discretization. Finally, we show some numerical tests in
1D and 2D for stiff systems of equations.
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1. Introduction. In many models, such as kinetic models, multiphase flows, viscoelas-
ticity or relaxing gas flows, we have to deal with hyperbolic systems with relaxation terms.
The relaxation term is often led by a parameter ε , the relaxation parameter, that can repre-
sent the mean free path, the average distance between two collisions of particles, the time
needed to reach the equilibrium between two phases, etc. Expanding these equations asymp-
totically with respect to ε , one can find the limit equations that describe the average, effective
or macroscopic physical behaviour [9, 20, 23].

In particular, we focus on the kinetic model proposed by Aregba-Driollet and Natalini
in [9, 10]. This model is able to solve any hyperbolic system of equation, through a BGK
relaxation, which leads to a linear advection system with a relaxation source term. It can be
used to test classical hyperbolic systems in the relaxation limit case. This model must be
subjected to a generalization of Whitham’s subcharacteristic condition [9, 20], which assures
the stability of the model. We use this model to approximate transport linear equation and
Euler equation in 1D and 2D. There are various other models and physical problems which
behave similarly to this kinetic model. In the future, the perspective is to extend the method to
other problems, such as multiphase flows Baer-Nunziato model or viscoelasticity problems.

We use the residual distribution (RD) framework [3, 6, 15, 24] to discretize our space.
This class of schemes is a generalization of finite element methods (FEM), they use compact
stencils, they do not need Riemann solvers and they are easily generalisable. Indeed, many
well known FEM, finite volume and discontinuous Galerkin schemes can be rewritten into
the RD distribution framework as shown in [5]. The main steps of the scheme are three:
we have to compute total residuals for each cell, then, we have to distribute each residual to
degrees of freedom belonging to the cell, finally, we sum all contributions for each degree of
freedom. In order to get a high order scheme, the RD is coupled with a Deferred Correction
(DeC) iterative method to have high order time integrator [4, 16, 21]. It needs two operators:
the first one is a low order method, but easy to be inverted, while the second one, must be
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higher order, but we do not need to solve it directly. The coupling of these two operators
allows to reach the high order through a few iterative intermediate steps. Thanks to this, we
can produce a scheme which is fast, high order and stable. Up to our knowledge, RD was
used only for hyperbolic equations with mild source terms, such as in gravitation problems
or shallow water equations, but never on strongly stiff source terms.

To deal with the stiffness of the relaxation term, we have to introduce some special
treatments. An explicit scheme with CFL conditions tuned on the macroscopic regime would,
indeed, present instabilities, because of the stiff relaxation term. It is natural to choose an
implicit or semi–implicit formulation, which guarantees the stability of the scheme. We use
an IMEX scheme to treat implicitly the relaxation term and explicitly the advection part
[20, 23]. Nevertheless, we can obtain a computationally explicit scheme, thanks to some
properties of the considered model. Then, we introduce an IMEX discretization for the DeC
RD schemes with the details of its implementation. Furthermore, we prove that the new
DeC RD IMEX scheme is asymptotic preserving (AP). AP schemes allow to preserve the
asymptotic behavior of the model from the microscopic regime to the macroscopic one. These
schemes solve the microscopic equations, avoiding the coupling of different models, and
automatically are able to solve the asymptotic macroscopic limit in a robust way. In the
appendix, we also provide a proof of the accuracy of the total scheme.

We show the performance of the high order scheme on some tests. In particular, we
simulated different examples in 1D and 2D for linear transport equation and Euler equation.
Thanks to these results, we validate the accuracy of our method and the capability of shock
limiting along discontinuities.

The outline of the manuscript is as follows. In section 2 we present the kinetic model
we want to solve, the conditions under which it is stable and some examples. In section 3 we
introduce a first order IMEX scheme, that preserves the AP property of the analytical model.
In section 4 we describe the RD schemes for the spatial discretization with the DeC high
order time discretization. In section 5, we adjust the time discretization of the DeC according
to the IMEX scheme and we prove the asymptotic preserving property of the whole scheme.
One can find more details about the RD scheme in appendix A and the proof of high order
accuracy in appendix B. We show numerical results for 1D and 2D problems in section 6.

2. Kinetic relaxation model for hyperbolic systems. In this section, we present the
kinetic model that will be the object of this work. This family of kinetic models was intro-
duced by D. Aregba-Driollet and R. Natalini in [9, 10]. Starting from a hyperbolic system
of conservation laws, the macroscopic model, they build an artificial kinetic model, the re-
laxed microscopic model we will actually solve. The scheme we propose in this work solves
this artificial model, where no physical meaning is involved in the kinetic model, but only
in the macroscopic limit. The aim is to test the properties and the quality of the scheme
before applying it to more involved problems. In the future, we aim to develop the method
for Baer-Nunziato multiphase equations model, Boltzmann equations and Lattice–Boltzmann
models.

Let us introduce the two models we will consider. Let Ω ⊂ RD be a bounded smooth
spatial domain and let u : Ω×R+→ RS be a weak solution of the macroscopic model that is
defined by the following hyperbolic system of S conservation laws

(2.1) ∂tu(x, t)+
D

∑
d=1

∂xd Ad(u(x, t)) = 0, ∀x ∈Ω, ∀t ∈ R+.

Here, t defines the time, xd the different dimensions and ∂ represents the partial derivative
in a specified variable. Ad : RS→ RS, for d = 1, . . . ,D, are some Lipschitz continuous func-
tions and u0 : Ω→ RS are the initial conditions and B an operator representing the bound-
ary conditions. The kinetic model proposed in [9] is a relaxed version of this system. Let
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f ε : Ω×R+→ RL be the solution of the following microscopic kinetic model, where L > S
is to be defined,

(2.2) f ε(x, t)t +
D

∑
d=1

Λd∂xd f ε(x, t) =
1
ε
(M (P f ε(x, t))− f ε(x, t)) , ∀x ∈Ω, ∀t ∈ R+.

where Λd ∈RL×L are constant diagonal matrices and the source term is the difference between
the microscopic variable f ε and the equilibrium state given by the Maxwellian M :RS→RL,
which embeds a macroscopic variable into the microscopic space, P ∈ RL×S is a projection
matrix that compresses information from the microscopic variables to the macroscopic ones.
The relaxation parameter ε ∈ R+ can be a physical parameter or an artificial one, and, as
ε → 0, the kinetic model (2.2) tends formally to the macroscopic one (2.1). Again, f0 are
initial conditions and boundary conditions must be imposed. All the operators, the domain
and the codomain spaces are summarized in Figure 2.1.

Ω⊂ RD RS

RL

u

f

M P

Ad

Λd

FIGURE 2.1. Relaxation functions

There are two fundamental hypothesis on the opera-
tors M , P and the functions Ad and Λd , which allow to
prove the convergence of the kinetic model to the macro-
scopic one.

P(M (u)) = u, ∀u ∈ RS,(2.3)

PΛdM (u) = Ad(u), ∀u ∈ RS.(2.4)

The first property (2.3) tells us that the projection P of
the Maxwellian M is the identity matrix I ∈ RS×S, or, in
other words, that if we take a macroscopic variable u, we
embed it in the microscopic space and then we project it back, we obtain the original state.
The second property (2.4) is necessary to guarantee that the limit of the kinetic model will
preserve the original macroscopic fluxes.

What we will consider in this work is one specific model, the so-called diagonal relax-
ation method (DRM) [9]. In this model we choose L := (D+ 1) · S, P := (I, . . . , I) ∈ RS×L

as the juxtaposition of D+ 1 identity matrices I ∈ RS×S. We introduce a constant parameter
λ > 0 to define the flux matrices

Λd := diag(C(d)
1 , . . . ,C(d)

D+1), ∀d = 1, . . . ,D, C(d)
j :=


−λ IS j = d
λ IS j = D+1
0 else

.(2.5)

The Maxwellian functions are defined in blocks of dimension S each, M j : RS → RS

with j = 1, . . . ,D+1, so that the original Maxwellian function can be reinterpreted as M =
(M1, . . . ,MD+1)

T : RS→ RL, as follows

(2.6)

MD+1(u) :=

(
u+

1
λ

D

∑
d=1

Ad(u)

)
/(D+1)

M j(u) :=− 1
λ

A j(u)+MD+1(u), for j = 1, . . . ,D

.

These definitions verify the hypotheses (2.3) and (2.4).

EXAMPLE 2.1 (Jin-Xin relaxation system). If we consider a 1D scalar example, D =
1, S = 1, as macroscopic equation

(2.7) ∂tu+∂xa(u) = 0,

the DRM for the relaxed model leads for the variable f := ( f1, f2)
T to the kinetic model
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(2.8) ∂t

(
f1
f2

)
+

(
−λ 0
0 λ

)
∂x

(
f1
f2

)
=

1
2ε

(
− f1 + f2−a( f1 + f2)/λ

f1− f2 +a( f1 + f2)/λ

)
.

If we apply a change of variables to the previous system and we define uε := P f ε = f ε
1 + f ε

2
and vε := λ ( f ε

2 − f ε
1 ), we can rewrite the previous system as

(2.9)

{
∂tuε +∂xvε = 0
∂tvε +λ 2∂xuε = a(uε )−vε

ε
,

also known as the Jin-Xin relaxation system proposed in [20]. In this small case, one can
easily perform a Chapman–Enskog expansion and see that
(2.10) ∂tuε +∂xa(uε) = ε(λ 2− (a′(uε))2)∂xxuε +O(ε2).

We observe that the macroscopic model appears as the 0th term of the Chapman-Enskog
expansion, while the first term is a diffusion operator if the Whitham’s subcharacteristic con-
dition is fulfilled, i.e., λ 2 ≥ (a′(uε))2.

EXAMPLE 2.2 (Euler system 1D). Suppose we have the system of equations
(2.11) ∂t

(
ρ,ρu,E

)
+∂x

(
ρu,ρu2 + p,u(E + p)

)
= 0,

where ρ is the density, u the speed, p the pressure, E the total energy and they are linked by
the closure equation of state (EOS) p = (γ − 1)(E− 0.5ρu2). Then, we denote the different
components of the microscopic variable as f ε = (ρ1,ρ1u1,E1,ρ2,ρ2u2,E2)

T . The kinetic
model reads

(2.12) ∂t


ρ1

ρ1u1
E1
ρ2

ρ2u2
E2

+∂x


−λρ1
−λρ1u1
−λE1
λρ2

λρ2u2
λE2

=
1

2ε



−ρ1u1+ρ2u2
λ

−ρ1 +ρ2

−ρ1u2
1+p1+ρ2u2

2+p2
λ

−ρ1u1 +ρ2u2

− u1(E1+p1)+u2(E2+p2)
λ

−E1 +E2
ρ1u1+ρ2u2

λ
+ρ1−ρ2

ρ1u2
1+p1+ρ2u2

2+p2
λ

+ρ1u1−ρ2u2
u1(E1+p1)+u2(E2+p2)

λ
+E1−E2


.

EXAMPLE 2.3 (Scalar 2D). Let us consider a scalar equation in 2D
(2.13) ∂tu+∂xa(u)+∂yb(u) = 0.

The microscopic unknown will be denoted by f ε = ( f1, f2, f3)
T and let us define uε := P f =

f1 + f2 + f3. Thus, the model will be

(2.14) ∂t

 f1
f2
f3

+∂x

−λ f1
0

λ f3

+∂y

 0
−λ f2
λ f3

=
1

3ε

(−2 f1 + f2 + f3)+
−2a(uε )+b(uε )

λ

( f1−2 f2 + f3)+
a(uε )−2b(uε )

λ

( f1 + f2−2 f3)+
a(uε )+b(uε )

λ

 .

2.1. Chapman-Enskog expansion. Inspired by the Jin-Xin example 2.1, we develop
the Chapman-Enskog for the general kinetic system (2.2), with the only additional properties
(2.3) and (2.4), as proposed in [9].

PROPOSITION 2.4. Assume that f ε , solution of (2.2), converges to f , in some strong
topology, as ε → 0. And suppose, furthermore, that the initial conditions f ε

0 are such that
P f ε

0 → u0. Then the projection of the solution of the kinetic model (2.2) converges to the
macroscopic solution u of the system (2.1), i.e., P f ε → u.



HIGH ORDER SCHEME FOR KINETIC MODEL 5

Proof. Define the auxiliary variables as in Jin-Xin example 2.1.

(2.15) uε := P f ε , vε
d := PΛd f ε , ∀d = 1, . . . ,D.

Then we have from (2.2) that

(2.16)

{
∂tuε +∑

D
j=1 ∂x j v

ε
j = 0

∂tvε
d +∑

D
j=1 ∂x j(PΛ jΛd f ε) = 1

ε
(Ad(uε)− vε

d), ∀d ∈ {1, . . . ,D}
.

Applying the Chapman-Enskog expansion, we get that

∂tuε +
D

∑
d=1

∂xd Ad(uε) = ε

D

∑
d=1

∂xd

(
D

∑
j=1

Bd j(uε)∂x j u
ε

)
+O(ε2)(2.17)

vε
d = Ad(uε)− ε

(
∂tvε

d +
D

∑
j=1

∂x j(PΛdΛ jM (uε))

)
+O(ε2),(2.18)

with Bd j(u) := PΛdΛ jM
′(u)−A′d(u)A

′
j(u) ∈ RS×S, ∀d, j = 1, . . . ,D.(2.19)

If we want the microscopic limit to be a stable approximation of the original equation, we
have to impose a generalised Whitham’s subcharacteristic condition on the final result (2.17)
as stated in [9, 20, 10]. It must hold that

D

∑
j,d=1

(Bd jξ j,ξd)≥ 0, ∀ξ1, . . . ,ξD ∈ RS.(2.20)

This condition can be interpreted as an imposition of positive diffusion to the equation (2.17).

F ε
∆ F 0

∆

F 0F ε

ε → 0

ε → 0

∆→ 0∆→ 0

FIGURE 2.2. Asymptotic preserving schemes

2.2. AP property. The asymptotic behavior
given by the Chapman–Enskog expansion is the prop-
erty that we would like to maintain also at the dis-
crete level. Schemes that verify this limit are called
asymptotic preserving (AP). This property can be
summarized in the diagram of Figure 2.2. The macro-
scopic and microscopic analytical models are respec-
tively denoted by F 0 and F ε , meaning that F 0 :=
lim
ε→0

F ε . The discretization of the kinetic model given

by the scheme is define as F ε
∆

. The limit of this
model is defined as F 0

∆
. We can say that a scheme

is asymptotic preserving, if lim
∆→0

F 0
∆
= F 0. In order

to verify this property, we have to build a scheme that, in the discrete Chapman-Enskog ex-
pansion, behaves analogously to the analytical one.

3. AP IMEX first order scheme. In order to obtain a stable and AP scheme, we have to
be careful in the time discretization. A natural choice for this class of problems are the IMEX
schemes. They are particularly suited for the model (2.2), because, as ε vanishes, the source
term becomes stiff. Classically, one should take discretization scales of the same order of the
relaxation parameter, ∆t ∼ h∼ ε , where ∆t is the size of a time step and h := maxE∈Ω d(E) is
the maximum diameter of an element of the domain. Obviously, this is not feasible as ε→ 0.
Therefore, we need to treat the stiff term in an implicit way. The flux part will be discretized
in an explicit way. The resulting IMEX discretization in time we obtain, after some initial
condition f 0,ε = f ε

0 (x), is the following
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f n+1,ε − f n,ε

∆t
+

D

∑
d=1

Λd∂xd f n,ε =
1
ε

(
M (P f n+1,ε)− f n+1,ε)(3.1)

where the overscript n indicates the known explicit timestep tn or the unknown implicit
timestep tn+1.

REMARK 3.1 (CFL conditions). Since the flux is explicitly discretized, we need to im-
pose some restrictions on the timestep size, such that ∆t ≤ λ−1CFLh, where CFL is a number
smaller than 1 that depends on the used polynomials. Here, λ is the convection coefficient in
(2.5) and the spectral radius of Λd . The choice of this parameter is lead by the Whitham’s
subcharacteristic condition (2.20), knowing that is necessary that λ is bigger than the spec-
tral radius of the original fluxes λ ≥ ρ(Ad), d = 1, . . . ,D, to verify the condition. This does
not allow to choose better CFL conditions than the ones of the macroscopic problem.

In the general case, the source may depend non-linearly on the variable f n+1 and the
solution of this system (of dimension L) must be found with nonlinear solvers such as the
Newton-Raphson method. In the specific case of this kinetic model (2.2), we can exploit the
property (2.3) to write the projection of the previous time discretization (3.1) and obtain

(3.2)
un+1,ε −un,ε

∆t
+

D

∑
d=1

PΛd∂xd f n,ε = 0,

where un,ε := P f n,ε . This resulting time discretization is totally explicit in time, so we can
compute un+1,ε without recurring to non-linear solver. Once obtained this value, we can
substitute it in (3.1) and collect all the f n+1,ε on the left-hand side, leading to the following
explicit scheme

(3.3) f n+1,ε =
ε

∆t + ε
f n,ε − ε∆t

∆t + ε

D

∑
d=1

Λd∂xd f n,ε +
∆t

∆t + ε
M (un+1,ε).

We notice that ε never appears alone at the denominator, so for any value of ε the scheme
will be stable. Moreover, if we let ε → 0, using the property (2.4), the scheme is converging
to

(3.4)

{
un+1 = un +∆t ∑

D
d=1 Ad(un)

f n+1 = M (un+1)
.

This coincides with explicit Euler scheme for the macroscopic model (2.1).
Clearly, this scheme is only first order accurate in time, since the discretization has been

done only at the previous or at the new timestep. We introduce a high order accurate dis-
cretization in space (residual distribution) and the Deferred Correction procedure to achieve
high order accuracy in time.

4. Residual distribution schemes. In this section we introduce the spatial and time
discretization given by RD schemes [1, 15] and DeC approach [4, 16].

4.1. Notation. To simplify the notation, we rewrite equation (2.2) as

(4.1) ∂t f +
D

∑
d=1

∂xd Λd f −S( f ) = 0,

where f is the variable of the equation and S is the source term. The RD framework is
based on the FEM discretization, so we proceed defining a triangulation Ωh on our domain Ω,
denoting by E the generic element of the mesh and by h the characteristic mesh size (implicitly
supposing some regularity on the mesh). Following the ideas of the Galerkin FEM, we use an
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B

C

A

ΦE :=
∫

E (∇ ·Λ f −S( f ))

E

B

C

A

ΦE

ΦE
B

ΦE
C

ΦE
A

B

C

A

E
ΦE

A

C1

E1

Φ
E1
A

C2

E2

Φ
E2
A

C3

E3

Φ
E3
A E4

Φ
E4
A

FIGURE 4.1. Defining total residual, nodal residuals and building the RD scheme

approximation space Vh for the solutions given by globally continuous piecewise polynomials
of degree p:

(4.2) Vh := { f ∈ C 0(Ωh), f |E ∈ Pp, ∀E ∈Ωh}.

Now we can rewrite the numerical solution fh(x)≈ f (x) as a linear combination of compactly
supported basis functions ϕσ ∈ Vh through the coefficients fσ for every degree of freedom
σ ∈ Dh. This can be written as

(4.3) fh(x) = ∑
σ∈Dh

fσ ϕσ (x) = ∑
E∈Ωh

∑
σ∈E

fσ ϕσ |E(x), ∀x ∈Ω

where Dh is the set of all the degrees of freedom of Ωh, so that {ϕσ : σ ∈ Dh} is a basis for
Vh, and the coefficient fσ must be found with a numerical method.

4.2. Residual distribution algorithm. RD schemes can be summarized as follows and
as sketched in Figure 4.1.

1. Define ∀E ∈Ωh a fluctuation term (total residual)1

(4.4) φ
E :=

∫
E

(
D

∑
d=1

∂xd Λd fh−S( fh)

)
dx =

∫
∂E

D

∑
d=1

Λd fh ·ndΓ−
∫

E
S( fh)dx.

2. Split the total residual φ E into nodal residuals φ E
σ for every degree of freedom σ not

vanishing in the cell E, i.e.,

(4.5) φ
E = ∑

σ∈E
φ

E
σ , ∀E ∈Ωh.

In appendix A or in [2, 7] one can find more details on possible definitions of the
nodal residuals.

3. The resulting scheme is obtained for each degree of freedom σ by summing all the
nodal residual contributions from different elements E, that is

(4.6) f n+1
σ = f n

σ − ∑
E|σ∈E

φ
E
σ , ∀σ ∈ Dh.

The key of the scheme is the definition of nodal residuals. This choice is the actual defini-
tion of the spatial discretization. The equation (4.5) is guaranteeing the conservation of the
scheme. The high order accuracy in space can be achieved choosing higher order polynomial

1The second formulation of (4.4) can be used to rewrite the DG or FV numerical flux into the RD framework as
in [5].
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basis functions and consistent nodal residuals with high order artificial diffusion. The stabil-
ity must be reached with some stabilization terms that must be added to the nodal residuals,
always maintaining (4.5). In [1, 4, 5] it has been shown that well known FEM or finite vol-
ume schemes (such as SUPG, DG, FV-WENO, etc.) can be rewritten in terms of RD, just
choosing the proper nodal residuals.

Details and some examples of the schemes can be found in the appendix A. In particular,
we will use the residual distributions, and hence, the schemes, defined and tested in [6].

4.3. Time discretization. In this section, we will introduce the explicit DeC algorithm
of [4, 6]. This is a preliminary step to understand the relative IMEX version that we will
present in section 5. To introduce the DeC algorithm, we have to follow a particular discretiza-
tion of the variables in time. Following the idea of many one–step time integration schemes,
such as Runge-Kutta (RK), Arbitrary high order using Derivatives (ADER), and so on, we
build a high order approximation of the time evolution through stages in the time interval.
To do so, we discretize the timestep [tn, tn+1] into M subtimesteps [tn,0, tn,1], . . . , [tn,M−1, tn,M]
and the variable fh in time at each subtimestep f n,m

h as in Figure 4.2.

tn = tn,0

f n,0
h

tn,1

f n,1
h

tn,m

f n,m
h

tn,M = tn+1

f n,M
h

FIGURE 4.2. Subtimesteps

The Picard–Lindelöf theo-
rem proves the existence and
uniqueness of the solution of
an ODE, making use of the so-
called Picard iterations. We
follow the statement result of
the theorem writing for m =
1, . . . ,M

(4.7) f n,m
h = f n

h −
∫ tn,m

tn
(∇ ·A( fh(x,s))−S( fh(x,s)))ds.

More precisely, the scheme that we want to solve is a system of equations, where each entry
is the discretization of (4.7) for a different m = 1, . . . ,M. For the flux and source terms,
we use the discretization produced with the residual distribution method, while the finite
difference of the time derivative is simply approached with a Galerkin residual. Let us define
f := ( f 0, . . . , f M) the vector of variables for all the subtimesteps, avoiding the obvious index
of the timestep n and the discretization index h. In practice, for all the degrees of freedom
σ ∈ Dh, we can write the operator L 2 that we are interested in as

L 2
σ ( f ) :=


∑

E|σ∈E

∫
E

ϕσ ( f 1− f 0)dx+ ∑
E|σ∈E

tn,1∫
tn,0

IM(φ E
σ ( f 0), . . . ,φ E

σ ( f M),s)ds

. . .

∑
E|σ∈E

∫
E

ϕσ ( f M− f 0)dx+ ∑
E|σ∈E

tn,M∫
tn,0

IM(φ E
σ ( f 0), . . . ,φ E

σ ( f M),s)ds


.(4.8)

The L 2 operator is composed of M equations with M unknowns f 1, . . . , f M , the function IM
is an interpolation polynomial in nodes {tn,m}M

m=0 and the time integration is computed using
quadrature formulas in the same interpolation points. After applying the quadrature rule, the
time integration of the flux and source can be rewritten as

(4.9)
∫ tn,m

tn,0
IM(φ E

σ ( f 0), . . . ,φ E
σ ( f M),s)ds = ∆t

M

∑
r=0

θ
m
r φ

E
σ ( f r).

What we aim to is the solution of the system L 2( f ∗) = 0. This is a system containing many
implicit, in general, nonlinear terms, and can be seen as an implicit RK method. We do
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not want to make use of non linear solvers to find the solution of this system of M× |Dh|
equations. Nevertheless, the solution f ∗ is an approximation of the exact solution with an
accuracy of order M + 1 in time and p+ 1 in space, where p is the degree of the utilized
polynomials.

The core of the DeC algorithm, as presented in [4], is an iterative procedure that uses two
operators, one high order and one low order explicit or easy to solve. So, we introduce a first
order approximation of the scheme L 2 presented in [4, 6], that we will call L 1.

L 1
σ ( f ) :=



( f 1
σ − f 0

σ ) ∑
E|σ∈E

∫
E

ϕσ dx+ ∑
E|σ∈E

tn,1∫
tn,0

I0(φ
E
σ ( f 0), . . . ,φ E

σ ( f M),s)ds

. . .

( f M
σ − f 0

σ ) ∑
E|σ∈E

∫
E

ϕσ dx+ ∑
E|σ∈E

tn,M∫
tn,0

I0(φ
E
σ ( f 0), . . . ,φ E

σ ( f M),s)ds


.(4.10)

The first simplification applied is a mass lumping on the derivative in time, where we
pass from the integral of the L 2 operator of

∫
E ϕσ f m = ∑ j

∫
E ϕσ ϕ j f m

j to
∫

E ϕσ f m
σ , that

produces a diagonal mass matrix. The inversion of this mass matrix is only possible if
|Eσ | := ∑E

∫
E ϕσ (x)dx > 0 for all the degrees of freedom. For this reason, we will always

consider Bernstein polynomials Bp, which are nonnegative on the cells of interest, instead of
Lagrange polynomial Pp, as basis functions for every cell E. This choice and its practical im-
plementation is explained in details in [6]. In particular, the usage of barycentric coordinates
and a map to a reference element are crucial in this procedure. The mass lumping introduces
an error with respect to the previous method of the order O(h).

The second simplification is in the residual part, where we substituted the high order
interpolant IM with the left Riemann sum, that consists of the constant interpolant I0 in
the beginning stage f n,0, resulting in an explicit right hand side. The final first order scheme
L 1( f ) = 0 is, hence, explicit and easy to solve. The considered interpolant polynomial can
be rewritten as

(4.11)
∫ tn,m

tn,0
I0(φ

E
σ ( f 0), . . . ,φ E

σ ( f M),s) = ∆tβ m
φ

E
σ ( f 0),

where β m := tn,m−tn,0

tn+1−tn . This approximation in time is a first order approximation and brings an
error of order O(∆t2) with respect to the L 2 formulation, if the solution is regular enough.

To incorporate the properties of the AP IMEX time discretization we have studied in
section 3, we need to redefine the interpolant I0. The details will be given in section 5.

4.4. Deferred Correction algorithm. Now, we present the DeC algorithm. It was in-
troduced by Dutt in [16] and then an implicit version was proposed by Minion in [21]. In [4]
the DeC is used to obtain a mass–matrix–free scheme and, doing so, it rewrites the same DeC
algorithm in a slightly different formulation with two operators L 1 and L 2. This allows
to easily prove that the proposed method verifies the hypothesis of the DeC algorithm. The
DeC scheme is an algorithm that allows to obtain a high order scheme starting from a low
order one in a general way. It has already been used for implicit schemes in ODE and PDE
contexts, also in combination with RK schemes, see for example [11, 22].

The method consists in an iterative procedure that mimics the Picard iterations and re-
duces at each step the error between the iteration variables and the solution of the high order
method. In our case, the high order method that we want to approximate is L 2( f ∗) = 0
given by (4.8). We will denote the iteration coefficient as (k) and the variables related to the
iteration with the superscript (k) as f (k), while K is the maximum number of iterations. We
keep the notation for the subtimesteps m without brackets, e.g. f m,(k) denotes the discretized
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variable f at the subtimestep m ∈ {0, . . . ,M} at the iteration k ∈ {0, . . . ,K}. We omit the
timestep index n for clarity of the notation. The algorithm proceeds as follows.

f m,(0) := f (tn), ∀m = 1, . . . ,M;

f 0,(k) := f (tn), ∀k = 1, . . . ,K;

L 1( f (k)) = L 1( f (k−1))−L 2( f (k−1)) with k = 1, . . . ,K.

(4.12)

Given the DeC procedure (4.12), we can state the following proposition as in [4].

PROPOSITION 4.1. Let L 1 and L 2 be two operators defined on V m
h , which depend on

the discretization scale ∆∼ h∼ ∆t, such that
• L 1 is coercive with respect to a norm, i.e., ∃α1 > 0 independent of ∆, such that we

have that
α1|| f −g|| ≤ ||L 1( f )−L 1(g)||, ∀ f ,g,

• L 1−L 2 is Lipschitz with constant α2 > 0 uniformly with respect to ∆, i.e.,

||(L 1
∆ ( f )−L 2

∆ ( f ))− (L 1
∆ (g)−L 2

∆ (g))|| ≤ α2∆|| f −g||, ∀ f ,g.

We also assume that there exists a unique f ∗
∆

such that L 2( f ∗
∆
) = 0. Then, if η := α2

α1
∆ < 1,

the DeC is converging to f ∗ and after K iterations the error || f (K)− f ∗|| is smaller than
ηK || f (0)− f ∗||.

Proof. By definition, we know that L 1( f ∗) = L 1( f ∗)−L 2( f ∗), so that

L 1( f (k+1))−L 1( f ∗) =
(
L 1( f (k))−L 1( f ∗)

)
−
(
L 2( f (k))−L 2( f ∗)

)
,(4.13)

α1|| f (k+1)− f ∗|| ≤ ||L 1( f (k+1))−L 1( f ∗)||=
=||L 1( f (k))−L 2( f (k))− (L 1( f ∗)−L 2( f ∗))|| ≤ α2∆|| f (k)− f ∗||.

(4.14)

Hence, we can write

(4.15) || f (k+1)− f ∗|| ≤
(

α2

α1
∆

)
|| f (k)− f ∗|| ≤

(
α2

α1
∆

)k+1

|| f (0)− f ∗||.

After k iterations we have an error at most of ηk · || f (0)− f ∗||.
The proof of the properties of L 1 and L 2, which depend on their definitions, can be found
for our specific case in appendix B.1.

The proposition 4.1 states that at each iteration we gain one order of accuracy with re-
spect to the previous correction (k− 1). Notice that we always solve the equations for the
unknown variable f (k) which appears only in the L 1 formulation, the one that can be easily
solved. While L 2 is only applied to already computed predictions of the solution f (k−1).

REMARK 4.2 (Computational costs and order of accuracy). The proposition 4.1 tells us
that, if the method L 2 is accurate with order of accuracy z, namely it has M = z− 1 sub-
timesteps, then we should perform K = z iterations for every timestep of the method. For
space accuracy, we will use p = z−1 polynomial order for the basis functions. For example,
B1 basis functions, K = 2 iterations of the DeC with 1 subtimesteps (tn,0 = tn, tn,1 = tn+1)
amount to a RK2 method, see [24]. In all our test cases we will use the same number of
degree of polynomial, corrections-1 and subtimesteps, i.e., p = K−1 = M.

REMARK 4.3 (Comparison with RK schemes). First of all, the presented DeC scheme
does not make use of mass matrices, sparing the cost of its inversion and the multiplication,
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passing from a cost of O(|Dh|2) to O(|Dh|). Any high order RK method without mass matrix
would require extra efforts in the formulation of the scheme to compensate this fact, see
[15, 24]. Nevertheless, a z-order DeC scheme can be written as a RK scheme with (M−
1)×K = z(z− 1) ≈ z2 stages, but the M subtimesteps are independent one from another
and can be performed in parallel, reducing the time cost to just K = z corrections for any
order of accuracy, which is faster than or comparable to RK where the stages are bigger or
equal than z. Moreover, the coefficients of the time integration are automatically given by the
polynomials used, so it does not require a different definition for different orders, resulting in
an arbitrary high order accurate schemes.

REMARK 4.4 (Distribution of subtimestep points in DeC). In this work, we considered
equidistributed subtimestep points tn,m = tn + m

M ∆t both to define the polynomials in time
and as quadrature points in time. Other choices may have more advantages and stability
properties, as shown in [13], for example Gauss–Legendre points were already used in [16].
It is also possible not to include the start and end points tm, tn+1 and extrapolate the final
point with interpolation polynomials. This choice varies the stability properties of the time
integration scheme. It has been shown that the schemes generated by other distributions, e.g.
Chebyshev or Gauss–Legendre, give better stability properties for very high orders. Since
we consider at most order 4, we have not noticed remarkable differences in results between
distributions. Hence, for ease of computation, we consider the equispaced points.

EXAMPLE 4.5 (Explicit DeC). We present an example of the explicit DeC procedure for
second order of accuracy. Take M = 1 subtimestep tn = t0, tn+1 = t1 and K = 2 iterations.
Recalling that f 0,(0) = f 1,(0), the scheme for the first iteration reads

f 0,(0) = f 1,(0) = f 0,(1) = f 0,(2) = f n,(4.16a)

L 1( f (1)) = L 1( f (0))−L 2( f (0)),(4.16b)

f 1,(1)
σ − f n

σ +
∆t
|Eσ | ∑

E|σ∈E
φ

E
σ ( f n) = f 1,(0)

σ − f n
σ +

∆t
|Eσ | ∑

E|σ∈E
φ

E
σ ( f n)− f 1,(0)

σ + f n
σ −

∆t
|Eσ |

1

∑
r=0

θ
1
r ∑
E|σ∈E

φ
E
σ ( f r,(0))

(4.16c)

⇐⇒ f 1,(1)
σ = f n

σ −
∆t
|Eσ | ∑

E|σ∈E
φ

E
σ ( f n).(4.16d)

The second and last iteration reads

L 1( f (2)) = L 1( f (1))−L 2( f (1)),(4.17a)

f 1,(2)
σ − f n

σ +
∆t
|Eσ | ∑

E|σ∈E
φ

E
σ ( f n) = f 1,(1)

σ − f n
σ +

∆t
|Eσ | ∑

E|σ∈E
φ

E
σ ( f n)− f 1,(1)

σ + f n
σ −

∆t
|Eσ |

1

∑
r=0

θ
1
r ∑
E|σ∈E

φ
E
σ ( f r,(1))

(4.17b)

⇐⇒ f n+1 = f 1,(2)
σ = f n

σ −
∆t
|Eσ |

1

∑
r=0

θ
1
r ∑
E|σ∈E

φ
E
σ ( f r,(1)).(4.17c)

For this simple second order case, the scheme coincides with the strong stability preserving
RK method of second order [18].

5. IMEX DeC kinetic scheme. Now we want to combine the time discretization of the
IMEX scheme (3.1) and the DeC method. The IMEX discretization is a first order discretiza-
tion, thus, it can only affect the L 1 operator. On the contrary, to get high order of accuracy
through the DeC procedure, the L 2 operator must remain the same of (4.8). To modify L 1,
we have to introduce few new terms. In particular, we have to treat separately the time deriva-
tive, the fluxes and the source term. This implies a new definition of total (4.4) and nodal (4.5)
residuals of the RD scheme.
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As in (3.1), we want the zero order interpolant I0 to be explicit in the fluxes and implicit
in the source term. In the subtimestep context of the DeC formulation, this means that the
source term is evaluated constantly at the end of the subtimestep, namely in tn,m, while the
fluxes are evaluated at the beginning of the timestep tn,0. Moreover, in order to invert the
system, we apply a mass lumping also on the source term, as we did for the time derivative
in L 1 (4.10). This leads to the following definitions.

φ
E
source :=

∫
E

M (P f n,m,ε)− f n,m,ε

ε
dx, φ

E
source,σ :=

∫
E

ϕσ (x)
M (P f n,m,ε

σ )− f n,m,ε
σ

ε
dx,(5.1)

φ
E
ad =

∫
E

D

∑
d=1

Λd∂xd f n,0,ε dx.(5.2)

With definition (5.1), we can collect the degrees of freedom of the source outside the integral
and have a linear dependency on the unknown f n,m,ε

σ , thanks to the projection trick explained
in (3.2). The total advection residuals (5.2), on the contrary, behave as before, while the nodal
residuals φ E

ad,σ can be defined in many way, according to the scheme we want to achieve, see
appendix A.

So, if we rewrite the L 1 operator explicitly, we get
L 1

σ ( f n,0, . . . , f n,M) = L 1
σ ( f ) :=

|Eσ |( f n,1
σ − f n,0

σ )+ ∑
E|σ∈E

β
1
∆tφ E

ad,σ ( f n,0)+ |Eσ |
β 1∆t

ε

(
M (P f n,1

σ )− f n,1
σ

)
· · ·

|Eσ |( f n,M
σ − f n,0

σ )+ ∑
E|σ∈E

β
M

∆tφ E
ad,σ ( f n,0)+ |Eσ |

β M∆t
ε

(
M (P f n,M

σ )− f n,M
σ

)
 .

(5.3)

The system L 1 = 0 can be solved without recurring to any nonlinear solver if we use projec-
tion P on the whole operator, defining the u auxiliary operator L 1,m

σ ,u := PL 1,m
σ . Indeed, what

we get is the following operators for each subtimestep m = 1, . . . ,M, defining ∆tm := β m∆t,
(5.4a) L 1,m

σ ,u ( f ) = |Eσ |(P f m
σ −P f 0

σ )+∆tm
∑

E|σ∈E
Pφ

E
ad,σ ( f 0);

L 1,m
σ ( f ) =|Eσ |

(
1+

∆tm

ε

)
f m
σ −|Eσ | f 0

σ +∆tm
∑

E|σ∈E
φ

E
ad,σ ( f 0)−|Eσ |

∆tm

ε
M (P f m

σ ).(5.4b)

The equation (5.4a) can be solved explicitly for P f m, then, we can substitute it in the Max-
wellian term of equation (5.4b), which is given by (5.3) collecting all the unknown term
f m. Given this, we can solve L 1 = 0 for f m explicitly, from a computational point of view.
Moreover, as before, we can see that equation (5.4b) does not lead to terms with ε alone at
the denominator. Indeed, it can be rewritten as

ε ·L 1,m
σ ( f )

|Eσ |(ε +∆tm)
= f m

σ −
ε · f 0

σ

ε +∆tm +
ε∆tm

|Eσ |(ε +∆tm) ∑
K|σ∈K

φ
K
ad,σ ( f 0)− ∆tm

ε +∆tm M (P f m
σ ).(5.4c)

This guarantees that, as ε → 0, we are not facing any stiffness.
Finally, we can write a general term of the correction DeC procedure for the (k+ 1)th

correction and the mth subtimestep. With the auxiliary equation we find P f m,(k+1) as follows

L 1,m
σ ,u ( f (k+1))−L 1,m

σ ,u ( f (k))+L 2,m
σ ,u ( f (k)) !

= 0

|Eσ |(P f m,(k+1)
σ −P f m,(k)

σ )+

∑
E|σ∈E

[∫
E

ϕσ (x)(um,(k)(x)−u0,(k)(x))dx+∆t
M

∑
r=0

θ
m
r Pφ

E
σ ( f r,(k))

]
!
= 0;

(5.5a)
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and, then, the equation for the kinetic unknown f m,(k+1)

L 1,m
σ ( f (k+1))−L 1,m

σ ( f (k))+L 2,m
σ ( f (k)) !

= 0

|Eσ |
(

1+
∆tm

ε

)
( f m,(k+1)

σ − f m,(k)
σ )−|Eσ |

∆tm

ε

(
M
(

P f m,(k+1)
σ

)
−M

(
P f m,(k)

σ

))
+

∑
E|σ∈E

[∫
E

ϕσ (x)( f m,(k)(x)− f 0,(k)(x))dx+∆t
M

∑
r=0

θ
m
r φ

E
σ ( f r,(k))

]
!
= 0.

(5.5b)

Again, thanks to the factor
(

1+ ∆tm

ε

)
in front of the unknown f m,(k+1), we are sure not to

have any stiff term, even in the source of the residuals φ E
σ ( f r,(k)) of L 2.

EXAMPLE 5.1 (IMEX DeC scheme). We show an example of the second order scheme
of the IMEX DeC algorithm, where we have M = 1 subtimestep and K = 2 DeC iterations.
The variables for any subtimestep m at the correction (0) are initialized as f m,(0) := f n and
the beginning steps for all corrections k as well f 0,(k) := f n. Then, we proceed solving the
projected operator. At the first iteration, it coincides with explicit Euler, i.e.,

(5.6a) P f 1,(1)
σ := P f 0− ∆t

|Eσ | ∑
E|σ∈E

Pφ
E
σ ,ad( f 0).

Then, we can use this result to solve (5.5b) for f 1,(1) inverting the beginning coefficient, i.e.,

(5.6b) f 1,(1)
σ := f 0 +

∆t
∆t + ε

(M (P f 1,(1)
σ )−M (P f 0

σ ))−
ε∆t

|Eσ |(∆t + ε) ∑
E|σ∈E

φ
E
σ ( f 0).

Note that the nodal residuals of the L 2 operators contain source terms that are an O( 1
ε
), but

that part is premultiplied by ε itself, leading to a stable approximation. At the moment, we
have a first order approximation of the solution. Performing the second correction, we obtain
a second order approximation, i.e.,

(5.6c) P f 1,(2)
σ := P f 1,(1)−∑

E|σ∈E

(∫
E

ϕσ

|Eσ |
(P f 1,(1)+P f 0)dx− ∆t

|Eσ |
1

∑
r=0

θ
1
r Pφ

E
σ ,ad( f r,(1))

)
.

Here, we used the fact that for 1 subtimestep θ 1
0 = θ 1

1 = 1
2 . What we obtain is essentially a

strong stability preserving second order RK, with a correction term for the mass matrix that
we lumped. The last step for the final kinetic variable f 1,(2) is

f n+1
σ = f 1,(2)

σ := f 1,(1)+
∆t

∆t + ε
(M (P f 1,(2)

σ )−M (P f 1,(1)
σ ))

− ∑
E|σ∈E

ε

|Eσ |(∆t + ε)

(∫
E

ϕσ ( f 1,(1)− f 0)dx+∆t
φ E

σ ( f 0)+φ E
σ ( f 1,(1))

2

)
.

(5.6d)

As before, the source terms in the nodal residuals of L 2 are controlled by the ε in front of
them. Finally, we have a second order approximation for the microscopic variable.

5.1. AP property of the IMEX DeC scheme. As for the first order scheme, we have
to prove that the whole IMEX DeC discretization is asymptotic preserving. This means that,
when we let the relaxation term vanish, we should recast a scheme consistent with the macro-
scopic model (2.1). We will expand all the terms in ε and we will keep track also of the O(∆).
Notice that ε goes to 0 before ∆, in other words O( ε

∆t ) = O(ε), see also Figure 2.2.
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THEOREM 5.2 (IMEX DeC is AP). Suppose that at tn the variable f n is such that

(5.7) f n = M (P f n)+O(ε)+O(∆),

then, at each subtimestep m= 1, . . . ,M and for every correction k = 0, . . . ,K and every degree
of freedom σ ∈ Dh

P f m,(k)
σ −P f 0

σ

∆tm +
D

∑
d=1

∂xd Ad(P f 0)+O(ε)+O(∆) = 0,(5.8a)

f m,(k) = M (P f m,(k))+O(ε)+O(∆).(5.8b)

Proof. We will prove the statement by induction on the corrections k = 0, . . . ,K. For the
correction k = 0 we know from the initial conditions that the theses hold. So, given that (5.8a)
and (5.8b) hold for k and for any m= 1, . . . ,M, we have to prove the same properties for k+1.
Let us consider the projection of the DeC scheme (5.5a). We will split it into L 1,m

u ( f (k+1))

and L 1,m
u ( f (k))−L 2,m

u ( f (k)). The first term, gives us

L 1,m
u ( f (k+1)) =

P f m,(k+1)
σ −P f 0

σ

∆tm +β
m

D

∑
d=1

∂xd PΛd f 0(5.9a)

=
P f m,(k+1)

σ −P f 0
σ

∆tm +β
m

D

∑
d=1

∂xd PΛdM (P f 0)+O(ε)+O(∆)(5.9b)

=
P f m,(k+1)

σ −P f 0
σ

∆tm +β
m

D

∑
d=1

∂xd Ad(P f 0)+O(ε)+O(∆).(5.9c)

Here, we used in (5.9b) the initial hypothesis (5.7) and in (5.9c) we have used the property
(2.4). The second term gives us

L 1,m
u ( f (k))−L 2,m

u ( f (k))(5.9d)

=
P f m,(k)

σ −P f 0
σ

∆tm +β
m

D

∑
d=1

∂xd PΛd f 0−∑
E|σ∈E

∫
E

ϕσ

|Eσ |
P f m,(k)−P f 0

∆tm −
D

∑
d=1

M

∑
r=0

θ
m
r ∂xd PΛd f r,(k).(5.9e)

The two time derivatives differ by a mass lumping, that leads to a O(∆) error. For the
property (2.4), we can write

L 1,m
u ( f (k))−L 2,m

u ( f (k))(5.9f)

=β
m

D

∑
d=1

∂xd PΛdM (P f 0)−
D

∑
d=1

M

∑
r=0

θ
m
r ∂xd PΛdM (P f r,(k))+O(ε)+O(∆)(5.9g)

=β
m

D

∑
d=1

∂xd PΛdM (P f 0)−
D

∑
d=1

β
m

∂xd PΛdM (P f 0)+O(ε)+O(∆) = O(ε)+O(∆).(5.9h)

In the last step, we have used the induction hypothesis (5.8a), that gives us a O(∆)+O(ε).
Now, if we sum the two contributions L 1,m

u ( f (k+1))−L 1,m
u ( f (k))−L 2,m

u ( f (k)) = 0, which
is the first step of the DeC scheme, we obtain the property (5.8a) for (k+1) and any m.

To prove the second property (5.8b) for (k+1), we have to expand similarly the second
step of the IMEX DeC scheme (5.5b). We start again from L 1,m

σ ( f (k+1)). We can collect

already the unknown f m,(k+1)
σ and see what is a O(ε),

L
1,m,(k)

σ ( f (k+1)) =

(
1+

∆tm

ε

)(
f m,(k+1)
σ − ∆tm

∆tm + ε
M (P f m,(k+1)

σ )+O(ε)

)
.(5.10a)
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The second term must be multiplied by the inverse of 1+ ∆tm

ε
, which is ε

ε+∆tm . Thanks to this
factor, we consider only terms with an ε at the denominator. So, we write

ε

ε +∆tm

(
L 1,m

σ ( f (k))−L 2,m
σ ( f (k))

)
=(5.10b)

f m,(k)
σ −M (P f m,(k)

σ )−∑
E|σ∈E

∫
E

ϕσ

|Eσ |

(
f m,(k)−

M

∑
r=0

θ
m
r M (P f r,(k))

)
dx+O(ε)=O(∆)+O(ε).(5.10c)

Again, the last step is just due to the mass lumping and the time integration. There we get an
extra O(∆). If we sum the terms together and solve the scheme L 1,m

σ ( f (k+1))−L 1,m
σ ( f (k))+

L 2,m
σ ( f (k)) = 0, we obtain the second property (5.8b) of the induction step. Hence, we proved

the theorem.

Summarizing, the proposed IMEX DeC scheme is an asymptotic preserving scheme that
can solve with high order accuracy kinetic models in the form (2.2). In this section we proved
that the scheme is asymptotic preserving and, thus, can resolve the small scales of ε without
refining the discretization scales. The proof of the high order accuracy of the scheme is given
in appendix B.

REMARK 5.3 (Comparison with high order IMEX schemes). As pointed out in remark
4.3, with respect to higher RK IMEX schemes, our scheme is mass matrix free and the weights
of time integration are automatically defined by the polynomial choice.

One can also think of combining a high order RK IMEX procedure with the DeC algo-
rithm, as done in [11]. In this case, we face the same problems presented above. Anyway,
this approach should lead to an increase of the order convergence in each correction step of
the DeC procedure. Namely, if we use an IMEX RK2 scheme as L 1 formulation, we will get
2 orders of accuracy more at each DeC corrections. Overall, there is no improvement in the
computational costs between IMEX RK DeC and an IMEX DeC. Moreover, it has been shown
in [13] that this approach leads also to some problems of smoothness of the error behavior
and in a consequently drop of the order accuracy.

6. Numerical simulations. In this section, we validate the theoretical results through
some numerical tests. We will focus on scalar equations and Euler systems of equations as
macroscopic model, both in 1D and 2D. In all the simulations, we will introduce the macro-
scopic equation (2.1) and we will run the simulation on the related kinetic model generated
by (2.2). In all the tests we will use the presented IMEX DeC scheme.

Some parameters must be chosen in each simulations. In particular, the relaxation pa-
rameter ε will be chosen accordingly to what we are interested in. Most of the time we want
to check the macroscopic limit, so, we will choose ε � ∆t. As imposed by the Whitham’s
subcharacteristic conditions (2.20), we have to choose the convection parameter bigger than
the spectral radius of the macroscopic Jacobian of the flux, i.e., λ > ρ(JA(u)), for all u in the
domain of interest.

In the nodal residual definitions, more parameters play a role in order to stabilize the
solution. We will make use of different schemes presented in [6] and reported in appendix
A. In particular, we will specify the choice of the coefficients θi of the penalty terms for the
jump of the derivatives on the boundaries, see appendix A.

6.1. 1D numerical tests.

6.1.1. Convergence for linear transport equation. To start, we test the IMEX DeC
scheme with the scalar linear equation ut +ux = 0 as macroscopic equation, see example 2.1.
The nodal distribution, that we will use for smooth test cases, is a Galerkin approximation
stabilized by jump penalty terms proposed by Burman [12]. The scheme is defined in the
appendix A in (A.3). The initial conditions are u0(x) = e−80(sin(π(x−0.4))/π)2

and f0 =M (u0).
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All the other parameters are in table 6.1(c). The number of subtimesteps M is the same of the
degree of the polynomials in Bp and the corrections are K = p+1 = M+1.

As we can see in Figure 6.1(a), the convergence of the scheme is the theoretical one.
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(c) Parameters for transport tests

FIGURE 6.1. Scalar linear 1D test

In figure 6.1(b) we test the scheme varying the relaxation parameter ε . The order of
accuracy is the expected one. There are slight oscillations in particular for B2 solutions. This
is a well known problem of order reduction as ε is approaching the magnitude of ∆, which
affects several schemes, including some RK methods, as stated in [11]. Anyway, we can say
that the scheme is getting an order of accuracy bigger or equal than the expected one, except
for few mid–range values of ε . Moreover, this proves stability, for any value of ε .
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FIGURE 6.2. Convergence on Euler equations in 1D

6.1.2. Euler equation – Isentropic flow. Now, we solve the Euler equations(
ρ,ρv,E

)
t +
(
ρv,ρv2 + p,(E + p)v

)
x = 0,(6.1)

p = (E−0.5ρv2)(γ−1),(6.2)
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where ρ is the density, v the speed, p the pressure and E the total energy. The quantities are
linked by the EOS (6.2). To test the convergence of the scheme on 1D Euler equations, we
use the case of isentropic flow, when γ = 3 and p = ργ , with initial conditions

(
ρ0,v0, p0

)
=(

1+0.5 · sin(πx),0,ργ

0

)
. The parameters used for the scheme are in Figure 6.2(b). As we can

see in Figure 6.2(a), the order of convergence is what we expected.

6.1.3. Euler equation – Sod shock test. Now, we test the IMEX DeC scheme on not
smooth solutions. We begin with the Euler Sod test case. The Sod test case is solving
equation (6.1) on domain [0,1], with EOS (6.2), where γ = 1.4. The initial conditions are(
ρ0,v0, p0

)
=
(
1,0,1

)
for x ≤ 0.5 and

(
ρ0,v0, p0

)
=
(
0.125,0,0.1

)
for x > 0.5. The nodal

residual definition in this non smooth test case is the one of appendix A in (A.8), where a
convex combination between a Rusanov scheme and a limitation of it is applied, as described
by Abgrall [6]. In Figure 6.3, we show the parameters used in the scheme and the density
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(b) N = 256
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FIGURE 6.3. Density of Sod test case 1D

plots for different mesh sizes N = 64,256. As we notice, even with few points the B3 solution
is outperforming the other solutions, catching in a better way the edges of the discontinuities.
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(a) N = 256
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(b) N = 512

Ω T λ ε CFL BC B1 B2 B3 B1 B2 B3

[0,1] 0.038 20 10−9 0.1 outflow θ1 0.5 0.8 5 θ2 0 1 1

FIGURE 6.4. Density of Woodward Colella test

6.1.4. Euler equation – Woodward Colella. We observe even more advantages of us-
ing a high order scheme in the following examples. First, we present the one proposed by
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Woodward and Colella [14]. It solves again Euler equation (6.1) with EOS (6.2) with γ = 1.4.
The initial conditions are ρ0 = 1, v0 = 0, p0 = 103

1[0,0.1]+10−2
1[0.1,0.9]+102

1[0.9,1]. We used
again scheme (A.8) for this non smooth problem, with the parameters in Figure 6.4.

We observe that in this case, only B3 is able to catch the shape of the second peak (with
512 elements).
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(b) N = 256
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FIGURE 6.5. Density of Shu–Osher’s test

6.1.5. Euler equation – Shu Osher test. Last test we performed in 1D was proposed
by Shu and Osher [25]. Again we have Euler equation (6.1) with EOS (6.2) with γ = 1.4.
The initial conditions areρ0

v0
p0

=

 3.857143
2.629369
10.333333

 if x ∈ [−5,−4],

ρ0
v0
p0

=

1+0.2sin(5x)
0
1

 if x ∈ [−4,5].

As before, the scheme used is defined in (A.8). In Figure 6.5, we can see results for
several Ns. Even here, the second and third order polynomials outperform the first order one.
In particular, the oscillations are already captured with few points and the precision increases
quickly if the order is high.

In all the tests performed, our method captures the correct behavior of the solutions.
Moreover, it is convenient to choose high order approximations to get a faster convergence to
the exact solution.

6.2. 2D numerical tests. Finally, we test the IMEX DeC scheme on some 2D tests.
Again, we will present the macroscopic equations, but we will solve the kinetic model (2.2).
The system of equations we are going to solve is the 2D Euler equations:

∂tU(x, t)+∂xA1(U(x, t))+∂yA2(U(x, t)) = 0, x ∈Ω⊂ R2, U =
(
ρ,ρu,ρv,E

)
,

A1(U) =
(
ρu,ρu2 + p,ρuv,u(E + p)

)
, A2(U) =

(
ρv,ρuv,ρv2 + p,v(E + p)

)
,

(6.3)

p = (γ−1)
(

E−0.5ρ(u2 + v2)
)
,(6.4)

where ρ is the density, u is the speed in x direction, v is the speed in y direction, E the total
energy and p the pressure. A closure law is given by the EOS (6.4).

6.2.1. Euler equation – Smooth vortex test case. To start, we want to study the con-
vergence of the method also in 2D. To do so, we test our scheme with a steady vortex test
case, so that we can compare the final solution with the initial one. The domain is a circle of
radius 10 and center (0,0). The exact conditions are imposed on the boundary.
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FIGURE 6.6. Convergence on Euler equations in 2D

To define the initial conditions, let us introduce the radius r2 := x2 + y2, the coefficient

C(r) := e
−r0

r2
0−r2

1{r<r0}, where r0 := 5 is the radius of the circle where the solution is not
constant and β := 5. The modulus of the speed is defined as |v| := 2βC(r) r0

r2
0−r2 . The initial

conditions and solutions for all times are(
ρ0,u0,v0, p0

)
=

((
1− γ−1

γ
β 2C(r)2

) 1
γ−1

,(−y)|v|,(x)|v|,ργ

0

)
.

In our simulations γ = 1.4 for the EOS (6.4). The scheme used is (A.3) and the param-
eters chosen are in Figure 6.6(b). We use different refinements of the domain mesh. These
are uniform triangular meshes and on the x–axis of Figure 6.6(a) one can see the maximum
diameter of a cell of the mesh. As in 1D cases, in Figure 6.6(a) the convergence is reflecting
the theoretical results running with number of corrections K = d +1 and subtimesteps.

T 0.25 B1 B2 B3

λ 1.4 θ1 0.1 0.1 0.01
ε 10−9 θ2 0 10−4 10−4

CFL 0.1 BC outflow Ω B1
(a) parameters

(b) Scatter of density of Sod test
(B1 blue, B2 red and B3 green)

(c) scale

(d) B1,N = 13548 (e) B2,N = 13548 (f) B3,N = 13548

FIGURE 6.7. Density of Sod test
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6.2.2. Euler equation – Sod 2D test case. We tested the IMEX DeC method on the
analogous of the Sod test in 2D. This test is again solving Euler equation (6.3) where γ = 1.4
in EOS (6.4). The domain Ω is a circle of radius r = 1 and center in (0,0). The initial condi-
tions are

(
ρ0,u0,v0, p0

)
=
(
1,0,0,1

)
if r < 0.5,

(
ρ0,u0,v0, p0

)
=
(
0.125,0,0,0.1

)
if r≥ 0.5.

(a) B1

(b) B2

(c) B3

T 0.2 B1 B2 B3

λ 15 θ1 0.1 0.01 0.005
ε 10−9 θ2 0 10−4 10−4

CFL 0.1
(d) Parameters

FIGURE 6.8. Density of DMR test B1,B2,B3

The parameters used for this test are in Fig-
ure 6.7(a). We use uniform triangular meshes
and what is shown in Figures 6.7(d) to 6.7(f)
is obtained with N = 13548 triangles on the do-
main. In Figure 6.7(b) it is shown the scatter plot
of the points of the density. The scheme used
for this test case is given by the nodal residuals
(A.8).

Comparing Figures 6.7(b) to 6.7(f), we ob-
serve that with higher order schemes we are able
to better catch the sharpness of the shock moving
on the domain. The mesh is chosen without par-
ticular attention to the geometry, nevertheless, in
Figure 6.7(b), the points for same values of the
radius are not spread too much one from another.

6.2.3. Euler equation – DMR 2D test
case. In the end, we test our scheme on the
DMR (double Mach reflection) problem pre-
sented in [17]. It consists of Euler equation
(6.3) with γ = 1.4 in EOS (6.4). The domain
is the rectangular shape [−0.2,3]× [0,2.2], cut
on the bottom right part by an oblique edge
passing through (0,0) and (3,1.7). We have
wall boundary conditions on the bottom, on the
top and on the oblique edge of the mesh, in-
flow on the left edge and outflow on the right
one. The initial conditions have a discontinu-
ity on x = 0. This shock has an initial speed in
right direction and, as the time passes, the shock
crosses the oblique surface and creates more in-
ternal shock surfaces. The initial conditions are(
ρ0,u0,v0, p0

)
=
(
8,8.25,0,116.5

)
if x≤ 0, and(

ρ0,u0,v0, p0
)
=
(
1.4,0,0,1

)
if x > 0.

The parameters used for scheme (A.8) are
in Figure 6.8. The mesh we used is composed of
N = 19248 triangular elements with a maximum
diameter of 0.0369.

Again we can see in pictures 6.8 that the
scheme catches the behavior of the shock and
its reflection against the lower wall. Again, the
sharpness of the shock is really well captured by
the B3 scheme, while the others are less precise
in defining the shock zone.

7. Conclusions and further investigations. We have presented a high order scheme for
kinetic models of hyperbolic system of equations. The method proposed solves the stiffness



HIGH ORDER SCHEME FOR KINETIC MODEL 21

of the relaxation term through an IMEX formulation (implicit for source term and explicit for
advection term). Nevertheless, we were able to solve computationally explicitly the system,
thanks to the structure of the model [9] and an auxiliary equation, which allows us not to
recur to nonlinear solvers. The high order accuracy of the scheme is reached thanks to two
ingredients. The first ingredient is the residual distribution framework for spatial discretiza-
tion [3], which is a FEM based method that is naturally high order because of the choice of
different basis functions. The second is the high order time–integration performed in the DeC
method, which allows to couple two operators, an IMEX easy-to-solve scheme, and a high
order time discretization residual distribution scheme. The result is an iterative method able
to reach high order accuracy and stability via few iterations. This is the first time, as far as we
know, that the residual distribution framework is used to solve hyperbolic systems with stiff
source terms. Even if in this work we solved only one model, the extension to other models
with similar properties should be straightforward and will be the study of future research.

The results obtained both from a theoretical point of view and from the simulation side
are satisfactory. Indeed, the theorems proved the asymptotic preserving property for our
scheme and the rate of accuracy. In addition, the run simulations are reaching the expected
accuracy in 1D and 2D, the correct behavior of the discontinuities of the solutions is well
caught by the scheme and, as the order increases, we see improvements in the prediction of
the solutions.

Further investigations may be in the following directions. There are still some open
questions over the complete automation of the scheme. For example, it is still not well known
which relation occurs between parameters θ1,θ2, CFL and the quality of the solution. This is
a common problem with other works, such as [6]. There are studies for 1D smooth solutions,
where some relations between these quantities are shown, thanks to some von Neumann
stability analysis [8, 26]. Nonetheless, these results are not easily extensible to nonlinear
flux problems or 2D problems.

Finally, we are already working on some extensions of the scheme for multiphase flows
equations and we believe that it can be applied also for a large variety of other problems, such
as other BGK equations, viscoelasticity problems or many other kinetic schemes.

Acknowledgments. We acknowledge the support of ITN ModCompShock project fund-
ed by the European Union’s Horizon 2020 research and innovation program under the Marie
Sklodowska-Curie grant agreement No 642768. We acknowledge Paola Bacigaluppi and
Svetlana Tokareva for their contributions in coding and discussing the residual distribution
formulation.

Appendix A. Residual Distribution schemes. The definition of a RD scheme (4.6) re-
lies on stable and accurate definition of the nodal residuals. This should be done maintaining
the conservation law (4.5). Many well known schemes can be rewritten in this formulation
[5], for example, the SUPG scheme [19] is defined by

(A.1) φ
K
σ ( f )=

∫
K
ϕσ

(
D

∑
d=1

∂xd Λd f −S( f )

)
+hK

∫
K

(
D

∑
d=1

∂xd Λd f ∂xd ϕσ

)
τ

(
D

∑
d=1

∂xd Λd f ·∂xd f

)
.

We use two types of scheme for the tests. One is suited for smooth solutions and it adds
only a bit of artificial dissipation through some penalty terms. The second one is more robust
and can deal with discontinuous solutions using a more elaborated limiter.

A.1. Smooth solutions residuals. When we are dealing with smooth tests and we know
a priori that we do not need the extra diffusion to dump oscillations brought by discontinuities,
we can use a pure Galerkin discretization with a stabilization term that penalizes the jump of
the gradient (or higher derivatives) of the solution across cells edges [12, 4].
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For the hyperbolic system (4.1), the scheme proceeds as follows ∀σ ∈ Σ

φ
E,1
σ ( f ) =

∫
E

ϕσ

(
D

∑
d=1

∂xd Λd f −S( f )

)
dx,(A.2)

φ
E
σ ( f ) = φ

E,1
σ ( f )+

p

∑
z=1

∑
e|edge of E

θzh2z
e

∫
e
[∇z f ] · [∇z

ϕσ ]dΓ.(A.3)

Here p is the degree of the polynomial of the basis functions we use, θz are positive coeffi-
cients, with the same physical dimension of a speed, and [·] is the jump across the edge e,
namely, if e separates E and E+, [ f ] = f |E− f |E+ . All the derivatives are meant in the direc-
tion of the normal to the edge e and he is the length of a 1D element of the mesh (the edge e
in 2D, the size of a cell |E| in 1D). The schemes just presented are naturally of order p+ 1.
The parameters θp must be chosen carefully if we want the scheme to be stable. The stability
analysis of this scheme in [26, 8] suggests some optimal values for these parameters in case
of 1D linear fluxes, where the relations θ1CFL ≤C1 and θ1 ≥C2 CFL must hold. The two
coefficients C1 and C2 are hard to determine even for simple linear 1D scalar test cases. So,
in our experiments we perform a hyperanalysis on these parameters for small times and we
choose the one that better performs for a specific degree of polynomials.

A.2. Shock solutions residuals. If, a priori, we know that the solution of the test
presents discontinuities, we use the following scheme. More details on the choice of these
schemes can be found in [6]. The procedure starts defining a local Galerkin Lax–Friedrichs
type nodal residual on the steady part of original equation (4.1):

φ
E,LxF
σ ( f ) :=

∫
E

ϕσ

(
D

∑
d=1

∂xd Λd f −S( f )

)
dx+αE( fσ − f E

),(A.4)

αE := max
σ∈E

max
d

(ρS (Λd)) = λ ,(A.5)

where f E is the average of f over the cell E and αE is the maximum eigenvalue of the Jacobian
of the fluxes and ρS is the function returning the spectral radius of the input matrix. Then, to
guarantee monotonicity of the solution near strong discontinuities, we proceed as follows,

(A.6) β
E
σ ( f ) := max

(
Φ

E,LxF
σ

ΦE ,0

)(
∑
j∈E

max

(
Φ

E,LxF
j

ΦE ,0

))−1

, φ
∗,E
σ := β

E
σ φ

E.

The divisions between vectors are meant component–wise. Then, we apply a convex combi-
nation between the new residual and the Lax–Friedrichs’s one, where the blending coefficient
is Θ,

(A.7) Θ :=
|ΦE|

∑ j∈E |ΦE,LxF
j |

, φ
·,E
σ := (1−Θ)φ ∗,Eσ +ΘΦ

E,LxF
σ .

This scheme guarantees the monotonicity principle [3]. After that, to define the final scheme,
we add to the scheme the jump stabilization terms

(A.8) φ
E
σ := φ

·,E
σ +

p

∑
z=1

∑
e|edge of E

θzh2z
e

∫
e
[∇z f ] · [∇z

ϕσ ]dΓ.

Appendix B. Deferred Correction properties.
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B.1. Lipschitz continuity and coercivity. We now prove that the operators L 1 (5.3)
and L 2 (4.8) verify all the hypothesis of proposition (4.1).

PROPOSITION B.1. L 1 is coercive, i.e., ∃α1 > 0 s.t. ∀ f ,g ∈V M
h and m = 1, . . . ,M, i.e.,

||L 1,m
u ( f )−L 1,m

u (g)|| ≥ α1||P f −Pg||,(B.1)

||L 1,m( f )−L 1,m(g)|| ≥ α1|| f −g||.(B.2)

Proof. We suppose that the initial states coincide for f and g, i.e., f 0 = g0, from the
previous timestep. Then, (B.1) is trivial because

(B.3) L 1,m
σ ,u ( f )−L 1,m

σ ,u (g) = P( f m
σ −gm

σ ),

which leads immediately to (B.1). For (B.2) we have to collect the implicit terms as done in
(5.4b). Then, we can write

(B.4) L 1,m
σ ( f )−L 1,m

σ (g) = ( f m
σ −gm

σ )−
∆t

∆t + ε
(M (P f m

σ )−M (Pgm
σ )) = f m

σ −gm
σ .

The last step is possible, since the Maxwellians in our scheme are computed from the auxil-
iary equation and they are actually explicitly computed, so they must coincide, since f 0 = g0.
If we write the operator explicitly both for P f and f , we can see that the coercivity constant
is α1 = 1, given any norm.

Before proving the Lipschitz continuity, we define the norm || · || for a function f ∈ Vh,
which is consistent with the L 2 norm, and the norm ||| · ||| of all the subtimesteps defined as

(B.5) || f ||2 := ∑
σ∈Dh

|Eσ | f 2
σ , ||| f |||2 = |||( f 0, . . . , f M)|||2 :=

1
M

M

∑
m=0
|| f m||2.

Moreover, we will need the definition of the following seminorms:

| f |21,x : = ∑
σ∈Dh

|Eσ |
(

max
E|σ∈E

max
x∈E

fσ − f (x)
d(E)

)2

,(B.6)

| f |21,t : = ∑
σ∈Dh

|Eσ |
(

max
m=1,...,M

f m− f m−1

∆tm

)2

,(B.7)

where d(E) is the diameter of the cell E and it is bounded by maxE d(E) = h. In particular,
we note that | f |1,x ≤ | f |1 = ||∇ f ||L2 for every discretization mesh.

PROPOSITION B.2. Assume some regularity on the solutions, more precisely,

| f |1,x ≤C1|| f ||,(B.8)
| f |1,t ≤C2||| f |||,(B.9)

where C1 and C2 do not depend on the mesh size h and timestep ∆t. Moreover, we require that
nodal residuals verify

(B.10) ∑
σ∈Dh

1
|Eσ |

(
∑

E|σ∈E
φ

E
σ ( f )−φ

E
σ (g)

)2

≤C3 ∑
σ∈Dh

|Eσ |( fσ −gσ )
2 =C3|| f −g||2,

then, L 1−L 2 is Lipschitz continuous, i.e., ∃α2 > 0 s.t. ∀ f ,g ∈V M
h

|||
(
L 1

u ( f )−L 1
u (g)

)
−
(
L 2

u ( f )−L 2
u (g)

)
||| ≤ α2∆|||P f −Pg|||,(B.11)

|||
(
L 1( f )−L 1(g)

)
−
(
L 2( f )−L 2(g)

)
||| ≤ α2∆||| f −g|||.(B.12)
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REMARK B.3 (Regularity of the solution). The extra hypotheses added are related to the
regularity of the solution. Of course, when they are not satisfied, for example when there are
shocks in the solution, (B.8) does not hold. Anyway, we see numerically a big improvement in
higher order solutions. Equation (B.10), in our case, is given by the consistency of the nodal
residuals, the Lipschitz continuity of the flux F and by the regularity of the solutions f ,g as
stated in (B.8).

Proof. The estimation of (B.11) is a simplification of the case of (B.12), so we will skip
its proof.

For simplicity, we introduce the differences δ f := f − g, δφ K
σ ( f ) := φ K

σ ( f )− φ K
σ (g),

δM (P f ) := M (P f )−M (Pg), δL := L 1−L 2 and δI ( f ) := I0( f )−IM ( f ).
Now, we split the operators into two parts. The first one is composed of the term related

to time derivative and the source term Lts, the second one concerns the advection part Lad .
If we write explicitly the source and time part, we get

δL m
ts,σ ( f )−δL m

ts,σ (g) = ∑
E|σ∈E

1
|Eσ |

ε

ε +∆tm

[∫
E

ϕσ (δ f m
σ −δ f m)−

∆tm

ε

∫
E

ϕσ (δM (P f m
σ )−δ f m

σ )+
1

ε +∆tm

∫ tm

t0
IM

(
δφ

E
s,σ ( f 0), . . . ,δφ

E
s,σ ( f M),s

)
ds
]
.

(B.13a)

Supposing that the residuals are a consistent discretization of fluxes and source terms, we can
use the Galerkin discretization instead of any other one. Moreover, we add and subtract the
residual in timestep tn,m, i.e., φts,σ (δ f m). So, we can write, neglecting O(∆2||| f −g|||),

L 1,m
ts,σ ( f )−L 1,m

ts,σ (g)−L 2,m
ts,σ ( f )+L 2,m

ts,σ (g)+O(∆2||| f −g|||) =(B.14a)

=
1
|Eσ |

∫
Ω

ϕσ (δ f m
σ −δ f m)− 1

|Eσ |
∆tm

(ε +∆tm)

∫
Ω

ϕσ (δM (P f m
σ )−δM (P f m))

+
1

ε +∆tm

∫ tm

t0
IM(δφs,σ ( f 0)−δφs,σ ( f m), . . . ,δφs,σ ( f M)−δφs,σ ( f m),s)ds.

(B.14b)

Now, we sum over the DoFs and we square the previous quantity. We use Lemma A.1 of [4]
to pass from coefficients vσ to pointwise evaluation v(σ), with abuse of notation. It states that
∑σ∈E |vσ − vσ ′ | ≤CE ∑σ∈E |v(σ)− v(σ ′)| where CE is the norm of the inverse of the matrix
(ϕσ (σ

′))σ ,σ ′ and it depends on E only via the aspect ratio of the element E.

∑
σ∈Dh

|Eσ |
(
L 1,m

ts,σ ( f )−L 1,m
ts,σ (g)−L 2,m

ts,σ ( f )+L 2,m
ts,σ (g)

)2
≤(B.15a)

≤Cah2
∑

σ∈Dh

1
|Eσ |

(∫
Ω

ϕσ

(
δ f m

σ −δ f m(x)
d(E)

))2

+Cbh2 ∆tm

(ε +∆tm) ∑
σ∈Dh

1
|Eσ |

(∫
Ω

ϕσ

δM (P f m)(σ)−δM (P f m)

d(E)

)2

+Cc
∆tm

ε +∆tm ∑
σ∈Dh

|Cσ |max
r

(δφs,σ ( f r)−δφs,σ ( f m))2 ≤

(B.15b)

≤Cdh2(|δ f m|21,x + |δM (P f m)|21,x +max
r
||δ f r−δ f m||2)≤(B.15c)

≤Ceh2(||δ f m||2 + ||δM (P f m)||2 +∆t2|δ f |21,t)≤(B.15d)

≤C f h2|||δ f |||2 +O(h4)≤C4h2||| f −g|||2.(B.15e)
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In (B.15b) we explicitly bring the scale h outside the first two sums, while in the third term
we just bound the interpolant polynomial with the maximum of the interpolant values times a
constant, in (B.15c) we use the definition of the seminorm (B.6), the Lipschitz continuity of
residuals (B.10), the product rule for integrals and the bound ∆tm ≤ ∆tm + ε . In (B.15d) we
use the inequality (B.8) and the definition of the seminorm (B.7). In (B.15e) we use the fact
that the Maxwellians M and the projections P are Lipschitz continuous, the inequality (B.9)
and the fact that ∆t ∼ h. The constant C4 does not depend on h,∆t nor on ε , but it depends
on the size of the domain, on the Lipschitz continuity of the Maxwellians, on the regularity
of the mesh and on basis functions.

For the advection term a similar computation is carried out, but, in this case the error is a
O(∆t). Using the notation of φσ := ∑

K|σ∈K
φ K

σ , we write

||Sx||2 := ∑
σ∈Dh

|Eσ |
(

δL 1,m
ad,σ ( f )−δL 1,m

ad,σ (g)
)2

=(B.16a)

= ∑
σ∈Dh

1
|Eσ |

(
ε

ε +∆tm

∫ tn,m

tn,0
δI

(
δφad,σ ( f 0), . . . ,δφad,σ ( f M),s

)
ds
)2

≤(B.16b)

≤Cl ∑
σ∈Dh

∆t2

|Eσ |

(
∑

E|σ∈E
max

m=1,...,M

|δφ E
ad,σ ( f m)−δφ E

ad,σ ( f m−1)|
∆tm

)2

.(B.16c)

In (B.16c) we use the bound ε ≤ ε +∆tm and the fact that I0 is a zero order approximation
of IM , so, adding the integration in time, we get the error estimation above.

||Sx||2 ≤Cq ∑
σ∈Dh

∆t2|Eσ |
(

max
m=1,...,M

|δ f m−δ f m−1|
∆tm

)2

≤(B.16d)

≤Cp∆t2
M

∑
m=1
| f m−gm|21,t ≤C5∆t2||| f −g|||2.(B.16e)

In (B.16d) we use the Lipschitz continuity and consistency hypothesis on the residuals (B.10).
Finally, in (B.16e) we use the definition of seminorm (B.7) and we apply the bound in (B.9).
C5 does not depend on ∆t, h or ε , but only on fluxes, geometry and basis functions.

Summing up the inequalities (B.15e) and (B.16e), we prove the thesis of the proposition.
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