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In this manuscript, we present the development of implicit and implicit-explicit ADER and DeC 
methodologies within the DeC framework using the two-operators formulation, with a focus on 
their stability analysis both as solvers for ordinary differential equations (ODEs) and within the 
context of linear partial differential equations (PDEs). To analyze their stability, we reinterpret 
these methods as Runge-Kutta schemes and uncover significant variations in stability behavior, 
ranging from A-stable to bounded stability regions, depending on the chosen order, method, 
and quadrature nodes. This differentiation contrasts with their explicit counterparts. When 
applied to advection-diffusion and advection-dispersion equations employing finite difference 
spatial discretization, the von Neumann stability analysis demonstrates stability under CFL-like 
conditions. Particularly noteworthy is the stability maintenance observed for the advection
diffusion equation, even under spatial-independent constraints. Furthermore, we establish precise 
boundaries for relevant coefficients and provide suggestions regarding the suitability of specific 
schemes for different problem.

1. Introduction

Many systems of time-dependent differential equations can be separated into multiple parts that differ in their stiffness. For such 
systems, using implicit-explicit (IMEX) time-marching methods [1] is of paramount importance to guarantee stability and accuracy 
in many applications.

At the same time, high-order time-marching methods are sought for their efficiency and to match with the spatial discretization 
order in time-dependent partial differential equations (PDEs). Explicit high-order ADER and deferred correction (DeC) methods, 
due to their automatic construction, emerge as suitable alternatives to the traditional Runge-Kutta (RK) methods and have been 
extensively explored in various studies. The explicit DeC method, introduced by Dutt et al. [2] and then reinterpreted by Abgrall 
[3], is an explicit, arbitrarily high-order method for ODEs. Further extensions of DeC, including implicit, semi-implicit and modfied 
Patankar versions, are available in the literature [4--9]. The ADER method was originally developed for hyperbolic systems exploiting 
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the Cauchy-Kovalevskaya theorem [10--12], then reinterpreted as a space-time discontinuous Galerkin (DG) method, which is solved 
through a fixed-point iteration procedure [13--20].

In this research, we present an detailed investigation of both implicit and IMEX versions of ADER and DeC, investigating their 
efficacy as solvers for ordinary differential equations (ODEs) and in the context of linear advection-diffusion or advection-dispersion 
PDEs. Building upon prior work [5,15,19,21], which has explored IMEX descriptions of DeC and ADER, we expand our analysis to 
encompass the most used methods, employing varying quadrature points and levels of accuracy. Additionally, we explore their IMEX 
stability following the approach of previous studies [5,22,23], uncovering notable discrepancies among them, ranging from bounded 
stability regions to A-stable ones. This diverges significantly from the behavior observed in explicit versions [19].

Extending our investigation to the PDE case and inspired by [24], we conduct a von Neumann analysis for the presented IMEX 
time discretizations, paired with finite difference spatial discretizations of corresponding accuracy levels. We find that the stability 
regions are bounded by CFL-type conditions as well as simple conditions on Δ𝑡 for the advection–diffusion case.

The analysis of advection-dispersion presents less definitive outcomes, with only a few cases indicating conditions solely ifluenced 
by spatial discretization. However, these findings align with the stability regions observed in the ODE case.

The structure of the paper is as follows. In Sections 2 and 3, we introduce the implicit and IMEX DeC and ADER methods, 
respectively, and incorporate them into the RK framework. Additionally, we present theoretical stability results for the pure implicit 
ADER method. In Section 4, we establish the high order accuracy of both the implicit and IMEX ADER and DeC methods. Following 
this, in Section 5, we delineate their stability regions. Next, in Sections 6 and 7 we extend the stability analysis to the PDE scenario 
by applying our IMEX methods to advection-diffusion and advection-dispersion equations. In Section 8, we finally present several 
numerical examples aimed at validating the stability and convergence analyses, while in Section 9 we summarize the conclusions 
drawn from our deep analysis.

2. Deferred correction

In this section, we present the DeC in its explicit, implicit, and IMEX versions using the notation introduced in [19]. Consider the 
system of ODEs

𝜶
′(𝑡) − 𝐹 (𝜶) = 0, (2.1)

with 𝜶 ∶ [0, 𝑇 ] → ℝ𝐼 . Given a time interval [𝑡𝑛, 𝑡𝑛+1] with length Δ𝑡, we subdivide it into 𝑀 subintervals {[𝑡𝑚−1𝑛 , 𝑡𝑚𝑛 ]}
𝑀
𝑚=1, where 

𝑡0𝑛 = 𝑡𝑛 and 𝑡𝑀𝑛 = 𝑡𝑛+1. DeC methods are one step methods, hence we want to obtain 𝜶𝑛+1 ≈ 𝜶(𝑡𝑛+1) from 𝜶𝑛 ≈ 𝜶(𝑡𝑛). We mimic for 
every subinterval [𝑡0𝑛, 𝑡

𝑚
𝑛 ] the Picard–Lindelöf theorem. We drop the dependency on the timestep 𝑛 for subtimesteps 𝑡𝑚𝑛 and associated 

substates 𝜶𝑚𝑛 , such that

𝑡𝑛 = 𝑡0𝑛 = 𝑡
0, 𝑡1𝑛 = 𝑡

1, 𝑡2𝑛 = 𝑡
2,… , 𝑡𝑀𝑛 = 𝑡𝑀 = 𝑡𝑛+1.

Then, we introduce the 2 operator, which represents an implicit high order discretization of ODE obtained integrating (2.1) in 
each subinterval [𝑡0, 𝑡𝑚] and applying a quadrature formula,

2(𝜶0,… ,𝜶𝑀 ) ∶=
⎧⎪⎨⎪⎩
𝜶
𝑀 − 𝜶𝑛 −Δ𝑡

∑𝑀
𝑟=0 𝜃

𝑀
𝑟 𝐹 (𝜶

𝑟)
⋮

𝜶
0 − 𝜶𝑛 −Δ𝑡

∑𝑀
𝑟=0 𝜃

0
𝑟 𝐹 (𝜶

𝑟)
. (2.2)

We obtain this operator by applying to 
(
𝐹 (𝜶0),… , 𝐹 (𝜶𝑀 )

)
an interpolation polynomial of degree 𝑀 . The term 𝜃𝑚𝑟 ∶= 1 

Δ𝑡 ∫ 𝑡
𝑚
𝑛
𝑡𝑛
𝜙𝑟(𝑠)𝑑𝑠

denotes the weights, which can be obtained with Lagrange polynomials {𝜙𝑟}𝑀𝑟=0 in the subnodes {𝑡𝑚}𝑀
𝑚=0, where 𝜙𝑟(𝑡𝑚) = 𝛿𝑟,𝑚 and ∑𝑀

𝑟=0 𝜙𝑟(𝑠) ≡ 1 for any 𝑠 ∈ [0,1]. We notice that 2 = 0 with 𝜶𝑛+1 =
∑𝑀
𝑟=0 𝜙𝑟(𝑡𝑛+1)𝜶

𝑟 is a collocation method and, when using Gauss--
Lobatto nodes, it coincides with Lobatto IIIA schemes [18].

2.1. Explicit DeC

To obtain an explicit versions of the DeC, we introduce 1 , an explicit first order approximation of the 2 operator following 
[3,25]:

1(𝜶0,… ,𝜶𝑀 ) ∶=
⎧⎪⎨⎪⎩
𝜶
𝑀 − 𝜶𝑛 −Δ𝑡𝛽𝑀𝐹 (𝜶𝑛)

⋮

𝜶
0 − 𝜶𝑛 −Δ𝑡𝛽0𝐹 (𝜶𝑛)

, (2.3)

with coefficients 𝛽𝑚 ∶= 𝑡𝑚𝑛 −𝑡𝑛
Δ𝑡 . To simplify the notation, we introduce the vector of states for the variable 𝜶 at all subtimesteps

𝜶 ∶= (𝜶0,… ,𝜶𝑀 ) ∈ℝ𝑀×𝐼 , such that (2.4)

1(𝜶) ∶= 1(𝜶0,… ,𝜶𝑀 ) and 2(𝜶) ∶=2(𝜶0,… ,𝜶𝑀 ). (2.5)
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Now, the DeC algorithm uses a combination of the 1 and 2 operators to recursively approximate 𝜶∗, the high order accurate 
numerical solution of the 2(𝜶∗) = 0 scheme. We denote by 𝑌 the order of accuracy of the solution 𝜶∗. This is contingent upon the 
nodes selected [26], where we have 𝑌 =𝑀 + 1 for equispaced nodes and 𝑌 = 2𝑀 for Gauss-Lobatto nodes. In detailing the process, 
for each variable, we need to reference both the 𝑚-th subnode and the 𝑘-th iteration of the DeC algorithm, denoted by 𝜶𝑚,(𝑘) ∈ℝ𝐼 . 
Finally, the DeC method can be written as

DeC Algorithm

𝜶
𝑚,(0) ∶= 𝜶𝑛, 𝑚 = 1,… ,𝑀,

1(𝜶(𝑘)) = 1(𝜶(𝑘−1)) −2(𝜶(𝑘−1)), for 𝑘 = 1,… ,𝐾.

(2.6)

The DeC method attains an order of accuracy min(𝐾,𝑌 ), enhancing its accuracy by one with each iteration [3]. Therefore, selecting 
𝐾 = 𝑌 is optimal. It’s important to note that only the explicit operator 1 needs to be solved, while 2 is solely evaluated using the 
previously computed predictions 𝜶(𝑘−1).

Remark 2.1 (Variations of DeC). The presented DeC algorithm is just one of a whole family of DeC methods. For example, instead of 
considering integrations on [𝑡0, 𝑡𝑚] in the 𝑚’th equation, we could switch to the smaller intervals [𝑡𝑚−1, 𝑡𝑚] like in [2,5,26], changing 
the 𝑚’th line of the operators to

1,𝑚(𝜶0,… ,𝜶𝑀 ) = 𝜶
𝑚 − 𝜶

𝑚−1 −Δ𝑡𝛾𝑚𝐹 (𝜶𝑚−1),

2,𝑚(𝜶0,… ,𝜶𝑀 ) = 𝜶
𝑚 − 𝜶

𝑚−1 −Δ𝑡
𝑀∑
𝑟=0 
𝛿𝑚𝑟 𝐹 (𝜶

𝑟),

with 𝛾𝑚 ∶= 𝑡𝑚𝑛 −𝑡
𝑚−1
𝑛

Δ𝑡 and 𝛿𝑚𝑟 = 1 
Δ𝑡 ∫ 𝑡

𝑚
𝑛

𝑡𝑚−1𝑛

𝜙𝑟(𝑠)𝑑𝑠. The iteration process (2.6) with these 1 and 2 operators does not change. Due to the 

smaller steps, this method is also referred to as the sDeC algorithm. One downside of the sDeC algorithm is the necessity of 𝜶𝑚−1,(𝑘)
to calculate 𝜶𝑚,(𝑘), which does not allow to use parallel computation on the different subnodes, which is possible for the DeC with 
larger subintervals presented above. 
In addition, we note that instead of using explicit Euler steps inside the 1 operators, other explicit RK methods can be applied inside 
the 1 operator [4,27]. Here, additional problems may rise. For a detailed overview of the different variations of DeC, we refer to 
the nice overview article [28] and the references therein.

2.2. Implicit and IMEX DeC

In this section, we will construct the implicit and IMEX DeC methods using the presented framework. Consider the ODE (2.1), 
where 𝐹 (𝜶) is a stiff term. We proceed by taking an implicit version of the 1 operator, which corresponds to implicit Euler steps at 
each subinterval, for brevity, we will just describe the 𝑚’th equation for 𝑚 = 0,… ,𝑀

1,𝑚(𝜶0,… ,𝜶𝑀 ) ∶= 𝜶
𝑚 − 𝜶

0 − 𝛽𝑚Δ𝑡𝐹 (𝜶𝑚) (2.7)

and assembling the implicit DeC method as in (2.6). 
If we have a problem, whose right-hand side can be separated into the sum of a stiff term 𝑆(𝜶) and a non-stiff term 𝐺(𝜶), i.e.

𝜕𝑡𝜶 = 𝑆(𝜶) +𝐺(𝜶), (2.8)

we create an implicit-explicit DeC (IMEX DeC) method, by adding up the implicit and explicit treatments of the 1 operator, obtaining 
for 𝑚 = 0,… ,𝑀

1,𝑚(𝜶0,… ,𝜶𝑀 ) ∶= 𝜶
𝑚 − 𝜶

0 − 𝛽𝑚Δ𝑡𝑆(𝜶𝑚) − 𝛽𝑚Δ𝑡𝐺(𝜶0), (2.9)

which we can substitute into the known correction procedure (2.6). In case of nonlinear stiff terms 𝑆 , a further linearization of 𝑆
could be introduced in the definition of 1 [19].

2.3. Implicit and IMEX DeC as RK

In this section, we rewrite the DeC methods presented above into RK methods to study their stability, as done in [26]. The DeC 
has the advantage that one does not need to specify the coefficients for every order of accuracy as usually necessary in classical 
RK methods, see for example [21, Remark 4.3]. This is done automatically, through the quadrature weights Θ and 𝛽, which fully 
determine the coefficients of the corresponding Butcher Tableau. Let us consider our version of DeC and rewrite it in a Runge–Kutta 
method with 𝑍 stages dfined by its Butcher tableau{

𝒖
(𝑠) = 𝜶

𝑛 +Δ𝑡
∑𝑍
𝑖=1𝐴

𝑠
𝑖
𝐺(𝒖(𝑖)), 𝑠 = 1,… ,𝑍,

𝜶
𝑛+1 = 𝜶

𝑛 +Δ𝑡
∑𝑍
𝑖=1 𝑏𝑖𝐺(𝒖

(𝑖)),
𝑐 𝐴

𝑏
. (2.10)
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The process of rewriting DeC as Runge-Kutta schemes is elaborated in detail in [7,26]. Here, we emphasize the final form for 
comparison with the implicit and IMEX versions.1 We introduce 𝛽 = {𝛽𝑖}𝑀

𝑖=0 as the vector of the 1 operator coefficients, and we 
dfine the matrix 𝜃 = {𝜃𝑚𝑟 }𝑚=0,…,𝑀 ;𝑟=0,…,𝑀 . Finally, we introduce the vector 𝜃𝑀 = (𝜃𝑀0 ,… , 𝜃𝑀

𝑀
) for the final update. The Butcher 

tableau for an arbitrary DeC approach is given by

0
𝛽 𝛽

𝛽 0 𝜃

⋮ 0 0 𝜃

⋮ 0 0 0 𝜃

⋮ ⋮ ⋮ ⋮ ⋱ ⋱
𝛽 0 0 … … 0 𝜃

0 0𝑇 … … 0𝑇 𝜃𝑀

. (2.11)

Let us notice that the first iteration is derived by a simplfication that can be obtained noticing that 
∑𝑀
𝑟=0 𝜃

𝑚
𝑟 = 𝛽𝑚, thanks to the 

properties

𝑀∑
𝑟=0 
𝜙𝑟(𝑠) = 1, 𝜶

𝑚,(0) = 𝜶
0, 𝑚 = 0,… ,𝑀. (2.12)

Moreover, since we have chosen 𝑡0𝑛 = 𝑡𝑛, there are several trivial stages where the corresponding lines of 𝐴 is composed only of 0s. 
These lines can be simplfied as in [19,26].

Remark 2.2 (Number of stages). To obtain order 𝑝, we require 𝑌
! 
=𝐾

! 
= 𝑝, which means 𝑀 = 𝑝−1 subtimesteps for equispaced nodes 

and 𝑀 = ⌊ 𝑝 2⌋ for Gauss–Lobatto nodes, and 𝐾 = 𝑝 corrections. In total, considering all nontrivial stages and excluding the final 
iteration where only the last sub-time node is pertinent, we arrive at 𝑍 =𝑀(𝐾 − 1) + 1 stages, which equates to 𝑍 = (𝑝 − 1)2 + 1
stages for equispaced nodes and 𝑍 = ⌊ 𝑝 2⌋(𝑝− 1) + 1 for Gauss-Lobatto nodes [18].

For the implicit case, the DeC iteration process for every 𝑚 = 0,… ,𝑀 and every iteration 𝑘 = 1,… ,𝐾 reads

1,𝑚(𝜶(𝑘)) =1,𝑚(𝜶(𝑘−1)) −2,𝑚(𝜶(𝑘−1))

⇔ 𝜶
𝑚,(𝑘) = 𝜶𝑛 +Δ𝑡

[(
𝑀∑

𝑟=0, 𝑟≠𝑚
𝜃𝑚𝑟 𝐹 (𝜶

𝑟,(𝑘−1))

)
+
(
𝜃𝑚𝑚 − 𝛽𝑚

)
𝐹 (𝜶𝑚,(𝑘−1)) + 𝛽𝑚𝐹 (𝜶𝑚,(𝑘))

]
.

(2.13)

From (2.13), we derive the blocks of the RK matrix 𝐴 , keeping in mind that for the first iteration 𝑘 = 1 many terms simplify due to 
(2.12). We obtain

𝜶
𝑚,(1) = 𝜶

0 + Δ𝑡𝛽𝑚𝐹 (𝜶𝑚,(1)).

The final update is given by 𝜶𝑛+1 ∶= 𝜶
𝑀,(𝐾). This leads to the following RK Butcher tableau

0 0
𝛽 0 𝐵

𝛽 0 𝜃 −𝐵 𝐵

⋮ 0 0 𝜃 −𝐵 𝐵

⋮ 0 0 0 𝜃 −𝐵 𝐵

⋮ ⋮ ⋮ ⋮ ⋱ ⋱ ⋱
𝛽 0 0 … … 0 𝜃 −𝐵 𝐵

1 0 0𝑇 … … 0𝑇 𝜃𝑀 −𝐵𝑀 𝛽𝑀

0 0𝑇 … … 0𝑇 𝜃𝑀 −𝐵𝑀 𝛽𝑀

, (2.14)

with 𝐵𝑚𝑟 = 𝛿𝑚𝑟𝛽𝑚 for 𝑚, 𝑟 = 0,… ,𝑀 and 𝛿𝑚𝑟 the Kronecker delta. We notice that the ImDeC method is diagonally implicit and that 
the last stage coincide with the final update which makes the method sti˙ly accurate [30, Proposition 3.8]. 
Next, we describe the IMEX DeC in the notation of an IMEX RK scheme, i.e.,{

𝒖
(𝑠) = 𝜶

𝑛 +Δ𝑡
∑𝑠
𝑖=1𝐴

𝑠
𝑖
𝑆(𝒖(𝑖)) + Δ𝑡

∑𝑠−1
𝑖=1 𝐴̂

𝑠
𝑖
𝐺(𝒖(𝑖)), 𝑠 = 1,… ,𝑍,

𝜶
𝑛+1 = 𝜶

𝑛 +Δ𝑡
∑𝑍
𝑖=1 𝑏𝑖𝑆(𝒖

(𝑖)) + Δ𝑡
∑𝑍
𝑖=1 𝑏̂𝑖𝐺(𝒖

(𝑖)),
(2.15)

1 Note that the re-interpretation of DeC as a RK scheme is not new and it was applied in various contexts, e.g. [29].
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where the matrices 𝐴, 𝐴̂ and vectors 𝑏, 𝑏̂ are provided in two Butcher tableaux

𝑐 𝐴

𝑏
, 

𝑐 𝐴̂

𝑏̂
(2.16)

and directly correspond to the simpler implicit and explicit cases presented, with an extra stage in the explicit case to match the 
implicit description. Therefore, we obtain the following Butcher tableaux

0 0
𝛽 0 𝐵

𝛽 0 𝜃 −𝐵 𝐵

⋮ 0 0 𝜃 −𝐵 𝐵

⋮ 0 0 0 𝜃 −𝐵 𝐵

⋮ ⋮ ⋮ ⋮ ⋱ ⋱ ⋱
𝛽 0 0 … … 0 𝜃 −𝐵 𝐵

1 0 0𝑇 … … 0𝑇 𝜃𝑀 −𝐵𝑀 𝛽𝑀

0 0𝑇 … … 0𝑇 𝜃𝑀 −𝐵𝑀 𝛽𝑀

, 

0 0
𝛽 𝛽

𝛽 0 𝜃

⋮ 0 0 𝜃

⋮ 0 0 0 𝜃

⋮ ⋮ ⋮ ⋮ ⋱ ⋱
𝛽 0 0 … … 0 𝜃

1 0 0𝑇 … … 0𝑇 𝜃𝑀
𝑟

0
0 0𝑇 … … 0𝑇 𝜃𝑀

𝑟
0

. (2.17)

Remark 2.3 (Runge-Kutta for sDeC). Using the same properties and techniques, we can construct Butcher tableaux respectively for the 
sDeC, ImsDeC and IMEX sDeC. Their construction in the explicit case is performed in [26] and we proceed similarly for the implicit 
and IMEX cases.

Also in the implicit and IMEX cases, several trivial stages can be simplfied in the Butcher tableaux [26].

3. ADER

In this section, we present the modern ADER introduced as space-time DG solver for hyperbolic PDEs in [13] and adapted for 
ODEs in [18,19]. Starting with an 𝐼 -dimensional system of ODEs (2.1), we consider the interval 𝑇 𝑛 ∶= [𝑡𝑛, 𝑡𝑛+1] where we represent 
𝜶(𝑡) as a linear combination of (𝑀 + 1) basis functions

𝜶(𝑡) =
𝑀∑
𝑚=0

𝜙𝑚(𝑡)𝜶𝑚 = 𝜙(𝑡)𝑇𝜶, (3.1)

where 𝜙 = [𝜙0,… , 𝜙𝑀 ]𝑇 ∶ 𝑇 𝑛→ℝ𝑀+1 is the vector of Lagrangian basis functions in some given nodes {𝑡𝑚}𝑀𝑚=0 ⊂ 𝑇
𝑛, e.g. equispaced 

or Gauss-Lobatto nodes, and 𝜶 = [𝜶0,… ,𝜶𝑀 ]𝑇 ∈ℝ(𝑀+1)×𝐼 is the vector of coefficients of the basis functions respectively. 
As described in [19], ADER is derived multiplying (2.1) with a smooth test function and integrating over 𝑇 𝑛 to obtain the weak 
formulation. We insert the reconstruction (3.1) in the weak formulation, we use as test functions the basis functions, we apply 
integration by parts in time and using the quadrature {(𝑤𝑞,𝑥𝑞)}

𝑄

𝑞=0 in [𝑡𝑛, 𝑡𝑛+1] results in a system

M𝜶 = 𝑟(𝜶)⟺2(𝜶) ∶=M𝜶 − 𝑟(𝜶)
! 
= 0. (3.2)

Thereby, the mass-matrix M ∈ ℝ(𝑀+1)×(𝑀+1) and the (nonlinear) right-hand side functional 𝑟(𝜶) ∶ ℝ(𝑀+1)×𝐼 → ℝ(𝑀+1)×𝐼 are given 
by

M
𝑚,𝑙

∶ = 𝜙𝑚(𝑡𝑛+1)𝜙𝑙(𝑡𝑛+1) −
𝑄 ∑
𝑞=0 
𝜕𝑡𝜙𝑚(𝑥𝑞)𝜙𝑙(𝑥𝑞)𝑤𝑞 (3.3)

𝑟(𝜶)𝑚 ∶ = 𝜙𝑚(𝑡𝑛)𝜶𝑛 +Δ𝑡
𝑄 ∑
𝑞=0 
𝑤𝑞𝜙𝑚(𝑥𝑞)𝜙(𝑥𝑞)𝑇

⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟ ⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶𝑅𝑚𝑧

𝐹 (𝜶), 𝑚 = 0,… ,𝑀 + 1. (3.4)

The right hand side can also be written in matricial form as 𝑟(𝜶) = 𝜙(𝑡𝑛)𝜶(𝑡𝑛) + Δ𝑡𝑅𝐹 (𝜶).

3.1. Explicit ADER

To obtain an explicit approximation of the system (3.2) for the unknown 𝜶, ADER resorts to a fixed-point problem, whose solution 
will give us a high order 𝑌 accurate solution in 𝑡. In particular, the order of accuracy will be 𝑌 =𝑀 + 1 for equispaced nodes and 
quadrature, order 𝑌 = 2𝑀 for Gauss–Lobatto nodes and quadrature and, order 𝑌 = 2𝑀 +1 for Gauss–Legendre nodes and quadrature 
[18]. We will use the following iterative procedure and then we reconstruct 𝜶𝑛+1 ≈ 𝜶(𝑡𝑛+1) as
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ADER Algorithm

𝜶
(0) ∶= [𝜶𝑛,… ,𝜶𝑛]𝑇 ,

𝜶
(𝑘) = M−1𝑟(𝜶(𝑘−1)), 𝑘 = 1,… ,𝐾,

𝜶𝑛+1 = 𝜶𝑛 +Δ𝑡
𝑀∑
𝑚=0

𝑡𝑛+1

∫
𝑡𝑛

𝜙𝑚(𝑡)𝐹 (𝜶(𝐾),𝑚)𝑑𝑡 = 𝜶𝑛 +Δ𝑡𝑏𝑇 𝐹 (𝜶(𝐾)),

(3.5)

with 𝑏𝑖 ∶= ∫ 𝑡𝑛+1
𝑡𝑛

𝜙𝑖(𝑡)𝑑𝑡.

Remark 3.1 (ADER as DeC and order of accuracy of (3.2)). As shown in [18,19], ADER can be written into the DeC formalism by 
defining

1(𝜶) ∶=𝑀 𝜶 − 𝑟(1𝜶𝑛), (3.6)

so that the DeC iterations (2.6) coincide with the fixed point iterations of (3.5), i.e.,

𝑀 𝜶
(𝑘) − 𝑟(𝜶(𝑘−1)) = 0. (3.7)

If we set the starting values as 𝜶(0),𝑚 = 𝜶(𝑡𝑛) for every 𝑚, like it is done in DeC, we obtain exactly the fixed-point iteration (3.5)
and therefore an equivalent definition of the ADER method. This also tells us that the order of accuracy of (3.5) with respect to the 
solution of 2(𝜶∗) = 0 is 𝐾 .

3.2. Implicit and IMEX ADER

We start describing the implicit version of ADER (ImADER), considering (2.1) with 𝐹 (𝜶) stiff, by modifying the iterative process 
to

𝜶
(𝑘) = M−1𝑟(𝜶(𝑘)) (3.8)

or, as explained in Remark 3.1, with the ADER-DeC notation:

1(𝜶) ∶=M𝜶 −𝜙(0)𝜶𝑛 −Δ𝑡𝑅𝐹 (𝜶). (3.9)

We soon realize that performing multiple corrections does not give us any advantages as (3.8) does not depend on the previous 
iteration. Hence, the construction of ImADER does not seem purposeful, but it will become useful for the IMEX case, as presented in 
[15] for PDE with stiff source terms or in [19] for ODEs.

We consider the separated ODE system (2.8). To construct the IMEX ADER 1 operator, we combine the implicit (3.9) and explicit 
(3.6) treatments of the ADER iteration for the stiff and non-stiff terms, and get

1(𝜶) ∶=M𝜶 −𝜙(0)𝜶𝑛 −Δ𝑡𝑅𝑆(𝜶) − Δ𝑡𝑅𝐺(1𝜶𝑛). (3.10)

This leads to the iterative process (3.5) with the iteration given by

M𝜶
(𝑘) − 𝜙(0)𝜶𝑛 −Δ𝑡𝑅𝑆(𝜶(𝑘)) − Δ𝑡𝑅𝐺(𝜶(𝑘−1)) = 0

⟺ 𝜶
(𝑘) = 1𝜶𝑛 −Δ𝑡M−1𝑅𝑆(𝜶(𝑘)) − Δ𝑡M−1𝑅𝐺(𝜶(𝑘−1)),

(3.11)

which is in fact just an additive combination of the implicit and explicit parts. We apply the following proposition demonstrated in 
[18, Proposition 2.4] to write the IMEX ADER algorithms.

Proposition 3.2 (ADER right-hand side). Given the definition of 𝑀 in (3.3) and defining with 1 = [1,… ,1]𝑇 ∈ℝ𝑀+1, we have that

M−1𝜙(𝑡𝑛) = 1. (3.12)
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If we take this under consideration in the whole ADER process, it leads to the

IMEX ADER Algorithm

𝜶
(0) ∶= [𝜶𝑛,… ,𝜶𝑛]𝑇 ,

𝜶
(𝑘) = 1𝜶𝑛 −Δ𝑡M−1𝑅𝑆(𝜶(𝑘)) − Δ𝑡M−1𝑅𝐺(𝜶(𝑘−1)), 𝑘 = 1,… ,𝐾,

𝜶𝑛+1 = 𝜶𝑛 +Δ𝑡
𝑀∑
𝑚=0

𝑡𝑛+1

∫
𝑡𝑛

(
𝑆(𝜶(𝐾),𝑚) +𝐺(𝜶(𝐾),𝑚)

)
𝑑𝑡 = 𝜶𝑛 +Δ𝑡𝑏𝑇

(
𝑆(𝜶(𝐾)) +𝐺(𝜶(𝐾))

)
.

(3.13)

We remark that the iteration process contains a (nonlinear) system of equations in 𝜶(𝑘) of dimension (𝑀 +1) × 𝐼 for every (𝑘). If the 
stiff term is linear, the system becomes linear, otherwise, it is possible to linearize the stiff term in the definition of 1 [19].

3.3. IMEX ADER as RK

In order to put the ADER method into a RK form, in (3.5) we have to multiply the right-hand side by the inverse of the mass 
matrix. This will show the explicit dependence on 𝜶𝑛 for every iteration and subtimestep. Proposition 3.2 allows us to rewrite the 
explicit iteration process (3.5) as

𝜶
(𝑘) = M−1𝑟(𝜶(𝑘−1)) =M−1𝜙(𝑡𝑛)𝜶𝑛 +Δ𝑡M−1𝑅𝐹 (𝜶(𝑘−1)) = 1𝜶𝑛 +Δ𝑡M−1𝑅𝐹 (𝜶(𝑘−1)). (3.14)

Let us dfine the matrix 𝑄 ∶= M−1𝑅 and the vector 𝑃 such that 𝑃𝑀
𝑚=0 =

∑
𝑙 𝑄𝑚𝑙 . This last equation is directly used in the first 

iteration of the ADER process where all coefficients are initialized as 𝜶𝑛:

𝜶
(1) = 1𝜶𝑛 +Δ𝑡𝑄𝐹 (𝜶(0)) = 1𝜶𝑛 +Δ𝑡𝑄𝐹 (1𝜶𝑛) = 1𝜶𝑛 +Δ𝑡𝑃𝐹 (𝜶𝑛),

representing the non-zero entries in the first column of the Butcher matrix 𝐴 . The further (𝐾 − 1) iterations just use the previous 
steps as in (3.14), which give the entries of 𝑄 . To achieve order 𝑝, we choose 𝑝=𝐾 = 𝑌 , i.e., 𝑀 = 𝑝−1 for equispaced, 𝑀 = ⌈ 𝑝 2⌉ for 

Gauss–Lobatto and 𝑀 = ⌊ 𝑝 2⌋ for Gauss–Legendre, for a total amount of 𝑍 =𝐾 ×(𝑀 +1)+1 stages, which for example for equispaced 
nodes is equal to 𝑍 = 𝑝2 + 1 [18] (some stages can be avoided when the row is identically 0). We can write the ADER, ImADER and 
IMEX ADER method of order 𝑝 as RK methods in a blockdiagonal matrix structure. Then, the Butcher tableaux of the IMEX ADER, 
which is composed of the explicit and implicit ones, is given by

0 0
𝑃 0 𝑄

𝑃 0 0 𝑄

⋮ 0 0 0 𝑄

⋮ 0 0 0 0 𝑄

⋮ ⋮ ⋮ ⋮ ⋱ ⋱ ⋱
𝑃 0 0 … … 0 0 𝑄

0𝑇 0𝑇 … … 0𝑇 𝑏𝑇

, 

0 0
𝑃 𝑃

𝑃 0 𝑄

⋮ 0 0 𝑄

⋮ 0 0 0 𝑄

⋮ ⋮ ⋮ ⋮ ⋱ ⋱
𝑃 0 0 … … 0 𝑄

0𝑇 0𝑇 … … 0𝑇 𝑏𝑇

. (3.15)

Note that the implicit matrix 𝐴 is particularly sparse and that it is block diagonal. Nevertheless, the method is not diagonally implicit, 
and also the final update does not have the same coefficients of the last stage.

3.4. A-stability of ImADER methods

First of all, let us notice that for all ImADER, the only determining iteration is the last one as 𝜶(𝑘) = 1𝜶𝑛 −Δ𝑡𝑄𝑆(𝜶(𝑘)) for all 𝑘

does not depend on previous iterations in the purely implicit case. Hence, the stability function reduces for all ImADER to the 2 = 0
methods denoted as ADER-IWF-RK in [18]. It is given by the following Butcher tableau

𝑃 𝑄

𝑏𝑇
. (3.16)

For the Gauss–Lobatto nodes, it has been proven in [18, Theorem A.3] that the ADER-IWF-RK method coincide with the Lobatto 
IIIC method, hence, its stability function is the Padé(𝑀 − 1,𝑀 + 1) approximation, with 𝑀 + 1 the number of stages, and for [30, 
Theorem 4.12] it is A-stable. This means that all ImADER with Gauss–Lobatto nodes are A-stable.

For Gauss–Legendre nodes, we need some theorems that can be found in [30] to prove the same results. First a classical result of 
[31,32] on the stability function of a RK method.
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Theorem 3.3 ([30, Proposition 3.2]). The stability function of a RK scheme satifies

𝑅(𝑧) =
det(𝐼𝑑 − 𝑧𝐴 + 𝑧1𝑏𝑇 )

det(𝐼𝑑 − 𝑧𝐴 ) 
= 𝑁(𝑧)
𝑄(𝑧) 

. (3.17)

Then, we introduce the Padé approximations and the following result.

Theorem 3.4 ([30, Theorem 3.11]). The (𝑘, 𝑗)-Padé approximation to 𝑒𝑧 is given by

𝑅𝑘𝑗 (𝑧) =
𝑁𝑘𝑗 (𝑧)
𝑄𝑘𝑗 (𝑧) 

(3.18)

is the unique rational approximation to 𝑒𝑧 of order 𝑗 + 𝑘, such that the degrees of the numerator and denominator are 𝑘 and 𝑗, respectively.

Finally, we need the A-stability result for the Padé approximations.

Theorem 3.5 ([30, Theorem 4.12]). A (𝑘, 𝑗)-Padé approximation 𝑅𝑘𝑗(𝑧) to 𝑒𝑧 is A-stable if and only if 𝑘 ≤ 𝑗 ≤ 𝑘 + 2. All zeros and all 
poles are simple.

With these theorems, we can proceed studying the A-stability of the implicit ADER methods for Gauss–Legendre nodes. We prove 
that the stability function of the ADER-IWF-RK with 𝑀 + 1 Gauss–Legendre nodes is the Padé(𝑀,𝑀 + 1). Prior to proceeding, we 
require an additional outcome concerning the matrices present in the numerator of the stability function.

Proposition 3.6 (Zero determinant of 𝐴 − 1𝑏𝑇 ). For the ADER-IWF-RK, we have det(𝐴 − 1𝑏𝑇 ) = 0.

Proof. Without loss of generality, we consider the interval [𝑡𝑛, 𝑡𝑛+1] = [0,1] for simplicity. To prove the result, let us recall the 
definition of the matrices. 𝐴 =𝑄 =M−1𝑅 and

𝑏𝑖 =𝑤𝑖 =

1 

∫
0 
𝜙𝑖(𝑡)𝑑𝑡, 𝑀𝑖𝑗 = 𝜙𝑖(1)𝜙𝑗 (1) −

1 

∫
0 
𝜙′𝑖(𝑡)𝜙𝑗 (𝑡)𝑑𝑡, 𝑅𝑖𝑗 =

1 

∫
0 
𝜙𝑖(𝑡)𝜙𝑗 (𝑡)𝑑𝑡 = 𝛿𝑖𝑗𝑤𝑗 .

Proving that det(𝐴 − 1𝑏𝑇 ) = det(𝑀 −1𝑅 − 1𝑏𝑇 ) = 0 is equivalent to show that det(𝑅 −𝑀 1𝑏𝑇 ) = 0.

First, we study the matrix 𝑀 1𝑏𝑇 . It can be rewritten as follows:

(𝑀 1𝑏𝑇 )𝑖𝑗 =
∑
𝑘 
𝑀𝑖𝑘1𝑘𝑏𝑗 =

∑
𝑘 

⎛⎜⎜⎝𝜙𝑖(1)𝜙𝑘(1) −
1 

∫
0 
𝜙′𝑖(𝑡)𝜙𝑘(𝑡)𝑑𝑡

⎞⎟⎟⎠𝑤𝑗 =
⎛⎜⎜⎝𝜙𝑖(1) −

1 

∫
0 
𝜙′𝑖(𝑡)𝑑𝑡

⎞⎟⎟⎠𝑤𝑗 = 𝜙𝑖(0)𝑤𝑗.
Then, we dfine 𝐸 ∶=𝑅 −𝑀 1𝑏𝑇 and we show that the sum of its rows is identically 0, hence, its rows are linearly dependent. 

It is ∑
𝑖 
𝐸𝑖𝑗 =

∑
𝑖 

(
𝑅𝑖𝑗 − 𝜙𝑖(0)𝑤𝑗

)
=
∑
𝑖 

(
𝛿𝑖𝑗𝑤𝑗 − 𝜙𝑖(0)𝑤𝑗

)
=
∑
𝑖 

(
𝛿𝑖𝑗 − 𝜙𝑖(0)

)
𝑤𝑗 = (1 − 1)𝑤𝑗 = 0, ∀𝑗. (3.19)

This proves the statement. □

Theorem 3.7 (Stability function of ADER-IWF-RK Gauss–Legendre). The stability function of ADER-IWF-RK Gauss–Legendre is the 
Padé(𝑀,𝑀 + 1) approximation.

Proof. In [18, Theorem 3.9], it has been shown that ADER-IWF-RK Gauss–Legendre is of order 2𝑀 +1. Now, since the determinant 
of 𝐴 − 1𝑏𝑇 is zero, see Proposition 3.6, there exists a unitary matrix 𝑊 ∈ℝ(𝑀+1)×(𝑀+1) such that 𝑊 𝑊 𝑇 = 𝐼𝑑 and

𝑊 (𝐴 − 1𝑏𝑇 )𝑊 𝑇 =
⎛⎜⎜⎜⎝
0 0 … 0
∗ ∗ … ∗
⋮ ∗ … ∗
∗ ∗ … ∗

⎞⎟⎟⎟⎠ . (3.20)

Therefore, the numerator of (3.17) can be expressed as follows:

det
(
𝐼𝑑 − 𝑧𝐴 + 𝑧1𝑏𝑇

)
= det

(
𝐼𝑑 + 𝑧𝑊

(
𝐴 − 1𝑏𝑇

)
𝑊 𝑇

)
= det

((
1 0𝑇
∗ 𝐼𝑑 − 𝑧𝐺

))
= det

(
𝐼𝑑 − 𝑧𝐺

)
(3.21)
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with 𝐺 ∈ ℝ𝑀×𝑀 . Te degree of 𝑁(𝑧) is smaller or equal to 𝑀 . Since the order of the ADER-IWF-RK Gauss–Legendre is 2𝑀 + 1, it 
must be that the degree of 𝑁(𝑧) is 𝑀 and the degree of 𝑄(𝑧) is 𝑀 + 1. Theorem 3.4 establishes that the unique approximation of 𝑒𝑧
with an order of 2𝑀 + 1, a numerator of degree 𝑀 , and a denominator of degree 𝑀 + 1 is the Padé(𝑀,𝑀 + 1), implying it aligns 
with the ADER-IWF-RK Gauss–Legendre method. □

Corollary 3.8 (A-stability of ImADER Gauss–Legendre). ADER-IWF-RK Gauss–Legendre and all ImADER Gauss–Legendre are A-stable.

Deriving similar results for equispaced ADER methods poses a challenge. Numerically, starting from the fifth order onward, 
we notice instabilities along the imaginary axis and unstable regions within ℂ− , with widths approaching machine precision. This 
observation suggests the possibility of the stability region intersecting that axis.

4. Convergence analysis

As seen above, the order of accuracy of the DeC procedure (2.6) is min{𝐾,𝑌 } where 𝐾 is the number of iteration and 𝑌 the order 
of the 2 operator. The proof of this statement, as stated in [3,18,19], requires some hypotheses that must be checked for the implicit 
and IMEX cases.

Proposition 4.1 (DeC iterative method). Let 1 and 2 be two operators dfined on ℝ(𝑀+1)×𝐼 , which depend on the discretization scale 
Δ=Δ𝑡, such that 

C1. 1 is coercive with respect to a norm, i.e., ∃ 𝛾1 > 0 independent of Δ, such that for any 𝜶,𝐝

𝛾1||𝜶 − 𝐝|| ≤ ||1(𝜶) −1(𝐝)||,
C2. 1 −2 is Lipschitz with constant 𝛾2 > 0 uniformly with respect to Δ, i.e., for any 𝜶,𝐝

||(1(𝜶) −2(𝜶)) − (1(𝐝) −2(𝐝))|| ≤ 𝛾2Δ||𝜶 − 𝐝||,
C3. there exists a unique 𝜶∗ such that 2(𝜶∗) = 0.

Then, if 𝜂 ∶= 𝛾2
𝛾1
Δ < 1, the DeC is converging to 𝜶∗ and after 𝑘 iterations the error ||𝜶(𝑘) − 𝜶

∗|| is smaller than 𝜂𝑘||𝜶(0) − 𝜶
∗||.

Proofs of this proposition and of the hypotheses of the proposition for operators 1 and 2 for explicit DeC and ADER can be found 
in [3,6,21]. The condition for 𝜂 comes from the fixed–point theorem and it is needed to converge. As foreshadowed in Proposition 4.1, 
we need to prove the conditions C1, C2 and C3 also in the implicit and IMEX cases, as for the explicit cases this was shown in [19]. 
Here, we want to extend this proof to the IMEX 1 operators. The proof of C3 is as in the explicit case, because just the 1 operator 
changes in the implicit and IMEX cases. The arguments to prove C2 are also exactly the same as in the explicit case, because it all 
boils down to the Lipschitz continuity of the right hand side of the ODE. 
In the general scenario, we find ourselves unable to prove coercivity. Therefore, we opt to linearize the stiff term in 1 , as outlined 
in [19]. This linearization still provides a first-order approximation to the implicit terms. We substitute 𝑆(𝜶) with 𝑆′(1𝜶𝑛)𝜶, where 
𝑆′ is the Jacobian of 𝑆 . Note that this simplfication is exact for linear systems where 𝑆(𝜶) = 𝑆 ′(1𝜶𝑛)𝜶. Moreover, this formulation 
can also be used to incorporate the nonlinear solver inside the DeC iteration method, without the need of further nonlinear solvers 
[19].

Proposition 4.2 (IMEX DeC: C1). Assume that we apply a first order approximation of the IMEX DeC method linearizing the implicit terms, 
i.e., 1 is dfined as

̃1(𝜶) ∶= 𝜶 − 1𝜶𝑛 −Δ𝑡𝛽𝑆′(1𝜶𝑛)(𝜶 − 1𝜶𝑛) − Δ𝑡𝛽
(
𝑆(1𝜶𝑛) + 𝐹 (1𝜶𝑛)

)
. (4.1)

Let

Δ𝑡 < 1 
2𝛽𝐿

, (4.2)

where 𝛽 ∶= max 
1≤𝑚≤𝑀{𝛽𝑖} ≤ 1 and 𝐿 is the Lipschitz constant of 𝑆 . Then, given any 𝜶,𝐝 ∈ℝ(𝑀+1)×𝐼 , there exists a positive 𝐶0, such that

𝐶0||𝜶 − 𝐝|| ≤ ||̃1(𝜶) − ̃1(𝐝)||
is fufilled for the ̃1 IMEX DeC operator.

Proof. First, we recall some basic properties for eigenvalues, which we will use in the proof. 

i) Let 𝜆 be an eigenvalue of 𝐴 ∈ℂ𝑛×𝑛. Then, it holds |𝜆| ≤ ‖‖‖𝐴‖‖‖.
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ii) Let 𝐴 ∈ℂ𝑛×𝑛, 𝐼𝑑 the 𝑛-dimensional identity matrix and 𝛾, 𝛿 ∈ℂ and 𝜆 ∈ℂ an eigenvalue of 𝐴 . Then, 𝛾𝜆+ 𝛿 is an eigenvalue of 
𝛾𝐴 + 𝛿𝐼𝑑 .

We know that ‖‖𝑆′(𝜶)‖‖ is bounded by 𝐿, the Lipschitz continuity constant of 𝑆 , and, by property i), all the absolute values of the 
eigenvalues 𝜆𝑆′ (𝜶) of 𝑆′(𝜶) are bounded by 𝐿 for every 𝜶 ∈ℝ𝐼 . Now, using property ii) and the restriction (4.2), we have that for 
every eigenvalue 𝜆𝛽𝑚 of Δ𝑡𝛽𝑚𝑆′(𝜶) it holds |𝜆𝛽𝑚 (𝜶)| < 1

2 . Using property ii), we can estimate for each 𝑚 = 0,… ,𝑀 the absolute value 
of the eigenvalues of

𝑍𝑚 ∶= 𝐼𝑑 −Δ𝑡𝛽𝑚𝑆′(𝜶),

which are therefore all larger than 12 for every 𝜶 ∈ℝ𝐼 , 1 ≤𝑚 ≤𝑀 , leading to the invertibility of 𝑍𝑚 . 

We consider the block-diagonal matrix 𝑍 with 𝑍𝑚 on each block-entry, that correspond to the system matrix of ̃1 . The eigenvalues 

of 𝑍 −1 are the reciprocal of the eigenvalues of 𝑍 , hence, all smaller than 2, and so ‖𝑍 −1‖ ≤ 2. Note that for any 𝜶,𝐝 ∈ℝ(𝑀+1)×𝐼 , 
it holds

‖𝜶 − 𝐝‖ = ‖𝑍 −1𝑍 (𝜶 − 𝐝)‖ ≤ ‖𝑍 −1‖‖𝑍 (𝜶 − 𝐝)‖ ≤ 2‖𝑍 (𝜶 − 𝐝)‖. (4.3)

By considering the ̃1 operator of the ImDeC, we expand

̃1(𝜶) − ̃1(𝐝) = 𝜶 − 𝜶
0 − Δ𝑡𝛽𝑆′(𝜶0)𝜶 −Δ𝑡𝛽𝐹 (𝜶0) − 𝐝+ 𝐝0 + Δ𝑡𝛽𝑆′(𝜶0)𝐝+Δ𝑡𝛽𝐹 (𝜶0)

=
(
𝐼𝑑 −Δ𝑡𝛽𝑆′(𝜶0)

)(
𝜶 − 𝐝

)
=𝑍

(
𝜶 − 𝐝

)
.

Finally, we conclude that

‖‖‖̃1(𝜶) − ̃1(𝐝)‖‖‖ = ‖‖‖𝑍 (𝜶 − 𝐝)‖‖‖ ≥ 1
2
‖‖𝜶 − 𝐝‖‖ , (4.4)

thanks to (4.3). □

Proposition 4.3 (IMEX ADER: C1). Assume we apply a first order linear approximation of the IMEX ADER method, i.e., we change the 1

operator to

̃1(𝜶) ∶= 𝜶 − 𝜶
0 − Δ𝑡M−1𝑅𝑆′(𝜶0)(𝜶 − 𝜶

0) − Δ𝑡M−1𝑅 (𝑆(𝜶0) + 𝐹 (𝜶0)). (4.5)

Let

Δ𝑡 < 1 
2𝐶𝐿

, (4.6)

where 𝐶 = ‖‖‖M−1𝑅
‖‖‖ =(1) and 𝐿 is the Lipschitz constant of 𝑆 . Then, given any 𝜶,𝐝 ∈ℝ(𝑀+1)×𝐼 , there exists a positive 𝐶0, such that

𝐶0||𝜶 − 𝐝|| ≤ ||̃1(𝜶) − ̃1(𝐝)||
is fufilled for the ̃1 IMEX ADER operator.

Proof. Also for the ̃1 operator of the ImADER, the proof is similar to the ImDeC one. We know that ‖‖𝑆′(𝜶)‖‖ ≤𝐿 holds for every 𝜶
and 𝐶 = ‖‖‖M−1𝑅

‖‖‖ > 0, because 𝑀 and 𝑅 are constant. Therefore, we can deduce that the eigenvalues 𝜆𝑀−1𝑅(𝜶) of M−1𝑅𝑆′(𝜶) can 
be estimated by

|𝜆𝑀−1𝑅(𝜶)| ≤ ‖‖‖(M−1𝑅 )𝑆′(𝜶)‖‖‖ ≤ ‖‖‖M−1𝑅
‖‖‖‖‖𝑆′(𝜶)‖‖ ≤ 𝐶 ⋅𝐿

for every 𝜶. This, combined with condition (4.6), leads us again to the property that all the absolute values of the eigenvalues of

𝐼𝑑 −Δ𝑡M−1𝑅𝑆′(𝜶)

are bigger than 12 . With the same arguments as in the proof of Proposition 4.2, we conclude that ̃1 is coercive. □

In many applications, the hypothesis on the time-step as assumed in Propositions 4.2 and 4.3 are too restrictive, especially when 
considering stiff equations. So, we present a variation of this proof, which does not require these time-step restrictions but uses, 
instead, another assumption on 𝑆 that is typical for damping/diffusion operators.
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Proposition 4.4 (IMEX DeC/ADER: Variation of C1 for diffusion terms). Consider again the first order approximations ̃1 as in (4.1)
for the IMEX DeC and in (4.5) for IMEX ADER. Assume additionally that the Jacobian 𝑆′ is symmetric negative definite. Then, given any 
𝜶,𝐝 ∈ℝ(𝑀+1)×𝐼 , there exists a positive 𝐶0 ≥ 1 independent of Δ𝑡, such that

𝐶0||𝜶 − 𝐝|| ≤ ||̃1(𝜶) − ̃1(𝐝)||
is fufilled for both ̃1 operators.

Proof. We start from the IMEX DeC. Using again property ii) from the proof of Proposition 4.2, we can deduce immediately that 
𝑍 ∶= 𝐼𝑑 −Δ𝑡𝛽𝑚𝑆′ is symmetric positive definite and any eigenvalue 𝜆𝑍 is larger than 1 +Δ𝑡𝛽𝑚|𝜆𝑆′ | > 1. Hence, the eigenvalues of 
𝑍 −1 are all smaller than one. Therefore, as in Proposition 4.2, we have that

‖‖‖̃1(𝜶) − ̃1(𝐝)‖‖‖ = ‖‖‖𝑍 (𝜶 − 𝐝)‖‖‖ ≥ 1 ‖‖‖𝑍 −1‖‖‖ ‖‖𝜶 − 𝐝‖‖ > ‖‖𝜶 − 𝐝‖‖ . (4.7)

This result holds independently of the size of Δ𝑡. For IMEX ADER the matrix in consideration is

𝑍 ∶= 𝐼𝑑 −Δ𝑡𝑀 −1𝑅𝑆′(𝜶𝑛),

where, implicitly, there is a Kronecker product between 𝑀 −1𝑅 ∈ℝ(𝑀+1)×(𝑀+1) and 𝑆′(𝜶𝑛) ∈ℝ𝐼×𝐼 . We know that −𝑆′(𝜶𝑛) is positive 
definite, if also 𝑀 −1𝑅 is positive dfine. Then, we have that their Kronecker product is positive definite [33, Section 1]. In [18], it 
has been shown that 𝑀 is invertible and it is equivalent to a Hilbert matrix with an extra column of zeros on the left and an extra 
row of ones on the top. Since, Hilbert matrices are positive definite, also 𝑀 is positive definite and its inverse is positive definite as 

well. Now, 𝜶𝑇 𝑅𝜶 = ∫ 1
0 𝜶(𝑡)2 ≥ 0 when computed exactly, and for Gauss–Lobatto nodes, where the quadrature is not exact [18], it is 

𝜶
𝑇 𝑅𝜶 =

∑𝑀
𝑚=0𝑤𝑚(𝜶

𝑚)2 ≥ 0 as 𝑤𝑚 > 0. Hence, 𝑅 is positive definite and all eigenvalues of 𝑍 are 𝜆𝑍 > 1. We can then proceed as 
in (4.7) to show that ̃1 is coercive with 𝐶0 ≥ 1. □

5. Numerical stability analysis

In this section, we study the stability of the presented method for the linear Dahlquist equation 𝑢′ = −𝜆𝑢 or 𝑢′ = −𝜆𝐼𝑢 − 𝜆𝐸𝑢
for IMEX methods. All methods can be rewritten as 𝑢𝑛+1 = 𝑅(𝑧)𝑢𝑛 or 𝑢𝑛+1 = 𝑅(𝑧𝐼 , 𝑧𝐸 ) being 𝑅 stability functions and 𝑧, 𝑧𝐼 , 𝑧𝐸 ∈ ℂ. 
We will study the stability regions {|𝑅| ≤ 1} ⊂ ℂ for the implicit ADER/DeC, while for the IMEX schemes we consider different 
approaches. The explicit cases the stability functions for DeC and ADER have already been investigated in [19] and reported, while 
we show in the repository [34] the sDeC for completeness. We will use Gauss-Lobatto (GLB) nodes as quadrature nodes, while we 
compare equispaced nodes also in the repository [34] and we highlight here only the main differences. We will numerically compute 
the stability regions obtained from the stability functions of ADER/DeC that are dfined through their Butcher tableaux (2.14), 
(2.17), (3.15), see [35]. In detail, we compute on 200 × 200 grid points with an offset of +0.01 from the origin for both axes to avoid 
singularities. The plot bounds are dependent on the type of scheme and their stability regions. We decreased the offset in Figs. 3 to 
a fraction of 10−2 of the largest real value displayed when zooming on small areas.

To distinguish the different orders, we apply different colors and line styles to the outer and inner bounds according to the legend 
that are plot next to each stability region plot.

5.1. Implicit schemes

In the following, we plot the contour lines of the bounds of the stability regions of various implicit methods. We start from ImDeC 
and ImADER schemes in Fig. 1. Clearly, all these stability regions are unbounded, but they are not all A-stable, as we will see soon. 
Moreover, we can observe a great variability changing the scheme or the nodes, in opposition to the explicit case [19]. In most of the 
cases, ImADER have larger stability regions than ImDeC. 

The stability regions for the implicit sDeC (ImsDeC) are also shown in Fig. 1 and, surprisingly, do not behave like the other 
methods. Up to a certain order (i.e. sDeC8 with Gauss-Lobatto), the stability regions are unbounded and seem A-stable, but for higher 
orders, we lose this property, obtaining large, but finite, stability regions. This behavior is not uniform and, at certain orders, the 
stability region will be unbounded again, as for example shown in Fig. 2 for very high order ImsDeC. In detail, the methods with 
bounded stability region up to order 20 are the ImsDeC with Gauss–Lobatto nodes with orders 9, 10, 11, 12, 13, 14 and 15 and with 
equispaced nodes with orders 12, 13, 16, 17, 18, 19 and 20. For the sDeC, we can conclude that the choice of an implicit version 
does not guarantee an unbounded stability region. Nevertheless, even these implicit sDeC methods have larger stability regions than 
their explicit counterparts and therefore may be applicable to mildly stiff problems. We notice again that this odd loss of stability in 
the left half plane could not be found in the ImDeC and ImADER methods. We checked it numerically up to order 50.

Taking a closer look at the implicit methods, we additionally detect some minor instability regions on the negative half-plane, see 
Fig. 3. It turns out that these instabilities appear for all ImDeC and ImsDeC methods of orders larger than 2 and both types of nodes. 
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Fig. 1. Implicit DeC (left), sDeC (center) and ADER (right) with equispaced (top) and Gauss-Lobatto (bottom) nodes for orders 2 to 13. 

Fig. 2. Implicit sDeC for orders 14 to 20. 

Fig. 3. Zoomed stability region of various implicit schemes. 

We display the sDeC only with GLB nodes, as the equispaced nodes version is very similar to that. For a very small scale, the same 
can be seen for the ImADER methods with equispaced nodes of orders at least larger than 4, displayed on the bottom right of Fig. 3. 
Notice that the sizes of the unstable regions are close to machine precision, which results in non-smooth boundaries and it is unclear 
if the ImADER with equispaced nodes are not A-stable or the visualization of the unstable area is given by machine precision errors.

As proved in Section 3.4, also numerically we observe that the ImADER methods with Gauss-Lobatto nodes are A-stable for all 
orders.

Summarizing, we can categorize our methods in 3 different classes:

• The A-stable schemes: all ImADER GLB and all second order implicit methods;
• The almost A-stable schemes, when the stability region is unbounded and it almost includes the whole left half–plane: high order 

ImDeC, some ImsDeC and ImADER equispaced;
• The bounded stability schemes: some ImsDeC.

Remark that for almost A-stable methods these minor instabilities do not ifluence the behavior of the scheme on many stiff prob
lems. Nevertheless, when the eigenvalues 𝜆 of the system are (almost) purely imaginary (typical for high order advection operators), 
they might encounter instabilities for some discretizations.
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Fig. 4. Minion’s stability region for IMEX DeC (left), sDeC (center) and ADER (right) with equispaced (top) and GLB (bottom) nodes. 

5.2. IMEX schemes

To study the stability of IMEX schemes, we will use the RK stability function

𝑅(𝑧𝐼 , 𝑧𝐸 ) = 1 +
(
𝑧𝐼𝑏

𝑇 + 𝑧𝐸𝑏̂
𝑇
)
𝑢 = 1 +

(
𝑧𝐼𝑏

𝑇 + 𝑧𝐸𝑏̂
𝑇
)(
𝐼𝑑 − 𝑧𝐼𝐴 − 𝑧𝐸𝐴̂

)−1
1 (5.1)

that uses the matrices dfined by the Butcher tableau of an IMEX RK (2.16). Remark that the standard approach of A-stability cannot 
be used anymore. Indeed, the region of absolute stability

𝑆 =
{
(𝑧𝐼 , 𝑧𝐸 ) ∈ℂ2 ∶ |𝑅(𝑧𝐼 , 𝑧𝐸 )| ≤ 1

}
lays in a larger space, with respect to classical RK schemes, therefore, its study, computation and visualization are challenging. Hence, 
we need to rely on some simplfications. In [5], Minion simplfies the Dahlquist equation by imposing

𝜆𝐼 ∈ℝ, 𝜆𝐸 = 𝑖𝜆′
𝐸
, 𝜆′

𝐸
∈ℝ.

This procedure neglects respectively the imaginary or real part of the coefficients in the Dahlquist equation to display a two
dimensional region. This idea is lead by classical PDE discrete operators, where typically the diffusion is symmetric negative definite, 
while the advection is mainly with imaginary eigenvalues. A second approach where for each 𝜆𝐸 the A-stability is required for the 
implicit part of the scheme was originally studied in [36,37] and formalized in [23]. Another approach studies, instead, the stability 
for each 𝜆𝐼 requiring at least the stability region of the explicit Euler method to the explicit part [22]. We collect these definitions of 
stability region in the following.

Definition 5.1 (Stability regions). Consider the modfied test equation with stability function (5.1). Then, we dfine multiple ap
proaches for IMEX stability regions by

• 𝑆 ∶=
{
(𝑧𝐼 , 𝑧𝐸 ) ∈ℂ2 ∶ |𝑅(𝑧𝐼 , 𝑧𝐸 )| ≤ 1

}
(Region of absolute stability),

• 𝑀 ∶=
{
(𝑧𝐼 , 𝑧𝐸 ) ∈ℝ2 ∶ |𝑅(𝑧𝐼 , 𝑖𝑧𝐸 )| ≤ 1

}
(Minion’s stability region) [5],

• 0 ∶=
{
𝑧𝐸 ∈ℂ ∶ |𝑅(𝑧𝐼 , 𝑧𝐸 )| ≤ 1 for any 𝑧𝐼 ∈ℂ−} [23],

• 1 ∶=
{
𝑧𝐼 ∈ℂ ∶ |𝑅(𝑧𝐼 , 𝑧𝐸 )| ≤ 1 for any 𝑧𝐸 ∈ 0

}
[22],

where 0 =
{
𝑧𝐸 ∈ℂ ∶ |1 + 𝑧𝐸 | ≤ 1

}
is the stability region of the explicit Euler method.

0 is a very strict condition of IMEX stability, in particular for the considered high order schemes. Theoretically, the terms A
stability and A(𝛼)-stability may be applied for all 3 of these subsets of ℂ analogously to the classical cases, so we will make use of 
this terminology too.

𝑀 stability region
We recall that the plots of the stability regions have very different meaning according to the chosen approach. Starting from 

Minion’s approach [5], we evaluate the IMEX stability function (5.1) numerically to calculate the respective stability regions.
For the IMEX DeC, we can observe in Fig. 4 (left) that the choice of nodes change the regions on some details but the qualitative 

behavior is the same. We can also conclude on an 𝐴(𝛼)-stability for approximately 𝛼 = 35◦.
Going on to the IMEX ADER, we can see in Fig. 4 (right) a similar behavior, even if the stability regions differ in small details, we 

observe 𝐴(𝛼)-stability for at least 𝛼 = 35◦.
Finally, for the IMEX sDeC method in Fig. 4 (center) we see a slightly different behavior, still resulting in an 𝐴(𝛼)-stability, but for 

significantly smaller angles, approximately 𝛼 = 18◦. Nevertheless, the result on the bottom center in Fig. 4 with GLB nodes coincides 
with the one in [5], as expected. It is also noticeable that the IMEX sDeC stability region of order 2 is 𝐴(𝛼)-stable with larger 𝛼 as it 
coincides with the IMEX DeC2.
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Fig. 5. 0 Stability regions for IMEX ADER. The smaller stability region displays order 2, while the larger one displays order 3 and 4 (right). 

Fig. 6. 1 Stability Region for IMEX DeC (left), sDeC (center) and ADER (right) with equispaced (top) and GLB (bottom) nodes: orders 2 to 8. 

0 stability region
Now, we want to evaluate 0 stability for our IMEX methods. We want to emphasize that the requirements here are stricter than 

in Minion’s approach. Indeed, for 0 we require the method to be at least fully A-stable for the implicit part and we look at the 
stability of the explicit part. The IMEX DeC and IMEX sDeC have 0 = ∅ and this is probably related to the fact that their implicit 
counterpart is not A-stable. For the IMEX ADER, only few orders have non-empty 0 stability region. In Fig. 5, we show the few 
stability regions, which eventually vanish when increasing the order of accuracy. 

1 stability region
We plot the 1 stability regions for DeC and sDeC methods in Figs. 6, where we require the explicit part to cover the stability 

region of the explicit Euler method and we look at the stability of the implicit part. Contrary to the 0 cases, we observe non-empty, 
limited regions of stability for every order for the IMEX DeC methods. Moreover, there is no regularity in their shape and their size 
grow significantly as the order of accuracy increases. Notice that the plots do not show the full stability regions of higher orders, for 
example for orders 6, 7, and 8 with equispaced nodes, but they are anyway bounded regions. 
For the IMEX sDeC, see Fig. 6 (center), we observe some remarkable differences. In the case of equispaced nodes, even orders just 
show the small bounded stability regions in the negative half-plane nearby the origin, odd orders smaller than 6 show large stability 
regions, while they are unstable starting from order 7. Also in the GLB case, we do not observe much regularity. We notice that the 
largest stability region is obtained for order 5, while, for higher orders, the stability region almost fit in the plot. 

In Fig. 6 (right), we show the results for the IMEX ADER methods. We note that most of the methods fufill nearly A-stability by 
almost covering the negative half-plane. We highlight that for the equispaced case we do not show the full outreach of the stability 
regions. While in most of the cases, for the almost A-stable cases, these contour lines represent the inner bounds of unlimited stability 
regions, in the cases of order 5 and 8 we just have large, limited stability regions, as we also could observe for example in the 1
IMEX DeC case for equispaced nodes. Therefore, it seems like we can not guarantee this almost A-stability for the IMEX ADER, but 
just for some of the orders of accuracy.
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Table 1
Central finite difference discretizations of 𝜕𝑥𝑥 applied onto 𝑤 centered in 𝑗 [44].

order finite difference for 𝜕2Δ𝑥(𝑢(𝑥𝑗 ))
2 1 

Δ𝑥2
(
𝑤𝑗−1 − 2𝑤𝑗 +𝑤𝑗+1

)
4 1 

Δ𝑥2

(
− 1 

12
𝑤𝑗−2 +

4
3
𝑤𝑗−1 −

5
2
𝑤𝑗 +

4
3
𝑤𝑗+1 −

1 
12
𝑤𝑗+2

)
6 1 

Δ𝑥2

(
1 
90
𝑤𝑗−3 −

3 
20
𝑤𝑗−2 +

3
2
𝑤𝑗 −

49
18
𝑤𝑗 +

3
2
𝑤𝑗 −

3 
20
𝑤𝑗+2 +

1 
90
𝑤𝑗+3

)
8 1 

Δ𝑥2

(
− 1 

56
𝑤𝑗−4 +

1 
420
𝑤𝑗−3 −

1
5
𝑤𝑗−2 +

8
5
𝑤𝑗−1 −

205
72 𝑤𝑗 +

8
5
𝑤𝑗+1 −

1
5
𝑤𝑗+2 +

1 
420
𝑤𝑗+3 −

1 
56
𝑤𝑗+4

)
Therefore, we can conclude, that some of the IMEX ADER stability regions cover the areas in the complex plane, that we assumed 

for a stable method in the context of 0 and 1, while the DeC and sDeC methods have their limitations with 0 = ∅ in every case 
and bounded stability regions for most of the cases in the scope of 1. Nevertheless, we need to keep in mind that the set conditions 
are very strict, so, the methods might still be applicable to some stiff equations. These results rflect what we have seen for the 
respective implicit methods.

6. PDE: analysis of advection-diffusion

In this section, we want to extend our stability analysis to the one-dimensional advection-diffusion equation

𝑢𝑡(𝑥, 𝑡) + 𝑎𝑢𝑥(𝑥, 𝑡) = 𝑑𝑢𝑥𝑥(𝑥, 𝑡), 𝑎 ≥ 0, 𝑑 ≥ 0, 𝑥 ∈Ω ⊂ℝ, (6.1)

where 𝑎 is the coefficient of the advection term and 𝑑 the coefficient of the diffusion term, using the von Neumann stability analysis. 
After the space discretization, we discretize the advection part with an explicit time-integration scheme and the diffusion with an 
implicit one. The linear stability of the DeC method in PDE contexts was studied for explicit methods for advection equations with 
FEM spatial discretizations and various stabilization techniques in [38,39], while in the IMEX context for FEM methods applied to 
kinetic models in [40]. For the ADER method, a von Neumann stability analysis was applied to the original formulation [41,42], but 
not on the modern version that we are studying. We close this gap with our investigation in the following.

6.1. Finite difference discretization

We apply spatial discretizations to the spatial derivative operators, namely 𝜕𝑥 and 𝜕𝑥𝑥. We consider a uniformed grid ΩΔ𝑥 ={
𝑥𝑗 ∶ 𝑥𝑗 = 𝑥0 + 𝑗Δ𝑥, 𝑗 ∈ {0,… , 𝐽}

}
with periodic boundary conditions and we denote the approximation of 𝑢(𝑥𝑗 ) = 𝑢(𝑥𝑗 , 𝑡) by 𝑤𝑗 .

To discretize the advection term in (6.1), i.e., the first spatial derivative 𝜕𝑥𝑢(𝑥), we make usage of the stable finite difference 
stencils introduced in [43]. Assume we discretize 𝜕𝑥𝑢 at 𝑥𝑗 by an [𝑟, 𝑠]-discretization

𝜕
[𝑟,𝑠]
Δ𝑥 (𝑢(𝑥𝑗 )) =

1 
Δ𝑥

𝑠 ∑
𝑘=−𝑟

𝛼𝑘𝑤𝑗+𝑘, (6.2)

with 𝑟, 𝑠 such that 𝛼𝑗−𝑟, 𝛼𝑗+𝑠 ≠ 0. The maximum order we can achieve with an [𝑟, 𝑠]-discretization is 𝑞 = 𝑟+ 𝑠 and this discretization 
actually reaches order 𝑞 and is unique by setting the coefficients in (6.2) as

𝛼0 =

⎧⎪⎪⎨⎪⎪⎩

𝑠 ∑
𝑘=𝑟+1

1 
𝑘
, 𝑠 ≥ 𝑟+ 1,

0, 𝑠 = 𝑟,
𝑟 ∑

𝑘=𝑠+1

1 
𝑘
, 𝑟 ≥ 𝑠+ 1,

𝛼𝑘 =
(−1)𝑘+1

𝑘 
⋅

𝑟!𝑠! 
(𝑟+ 𝑘)!(𝑠− 𝑘)!

, −𝑟 ≤ 𝑘 ≤ 𝑠, 𝑘 ≠ 0. (6.3)

It is also proven in [43] that these so-called optimal-order schemes of order 𝑞 are stable if and only if 𝑠 ≤ 𝑟 ≤ 𝑠 + 2 for 𝑎 > 0. We 
involve these stable optimal-order schemes into our analysis. We introduce upwinding in the choice of the stencils, in particular, we 
will consider [𝑟, 𝑟+1] stencils for odd optimal-order scheme and [𝑟, 𝑟+2] stencils for an even optimal-order scheme for the advection 
part.

For the diffusion term, we will just use a central finite difference discretization of the second spatial derivative 𝜕𝑥𝑥𝑢(𝑥) given in 
Table 1. 

6.2. von Neumann analysis

To analyze the stability of the described methods, we make use of the von Neumann stability analysis for linear partial differential 
equations [45]. Briefly summarized, we investigate the behavior inside the numerical scheme of the Fourier modes

𝑤𝑛𝑗 = 𝑣
𝑛𝑒𝑖𝑘𝑥𝑗 , (6.4)

where 𝑤𝑛
𝑗

is the discretization of 𝑢(𝑥𝑗 , 𝑡𝑛) and 𝑘 is the wavenumber and we focus on the representation coefficient 𝑣𝑛. Indeed, 𝑒𝑖𝑘𝑥
are eigenfunctions of the differential operator 𝜕𝑥 and therefore for any linear differential operator. If we use (6.4) in our discretized 
system, we obtain a system of the form
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Fig. 7. Stability areas (yellow) for the [𝐷𝑒𝐶, 𝑒𝑞,3,𝐴1,𝐷2]. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

𝑣𝑛+1 =𝐺(𝑘,Δ𝑥,Δ𝑡, 𝑎, 𝑑)𝑣𝑛, (6.5)

with the amplfication factor 𝐺 ∈ ℂ independent on the mesh point 𝑥𝑗 . Stability means in our context that |𝑣𝑛+1| = |𝐺(𝑘,Δ𝑥,Δ𝑡, 𝑎, 𝑑)𝑣𝑛| ≤ |𝑣𝑛| holds. In practice, we check that |𝐺(𝑘,Δ𝑥,Δ𝑡, 𝑎, 𝑑)| ≤ 1. This implies stability for the related method 
and due to the Lax-Richtmeyer theorem [45] convergence can be ensured. Note that for consistency, we included the parameters 𝑎
and 𝑑 into the dependency of 𝐺 to cover all advection-diffusion equations. 
Typically, in order to estimate the stability of the advection-diffusion equation, an analytical study of 𝐺 in all the parameters should 
be performed. This is not feasible when considering high order schemes as ADER and DeC. Hence, we will evaluate the amplfication 
factor numerically, similarly to what we did with the stability functions in the ODE case.

Before running all the simulations, we need to understand what are the free variables of the function 𝐺. First of all, the wavenum
bers should be bounded 𝑘∈ {−𝑛0 −1,… , 𝑛0 +1} ⊂ℤ and the maximum wavenumber 𝑛0 +1 is strongly related with the discretization 
scale Δ𝑥. Indeed, by Nyquist–Shannon sampling theorem, only functions with frequency less than |𝑥𝐽−𝑥0|2Δ𝑥 can be represented on our 
discretization. Hence, we will choose 𝑛0 = 103 to take in consideration fine grids.

Then, we have further variables 𝑎, 𝑑,Δ𝑥,Δ𝑡 that are actually coupled together: in the advection term (𝑎Δ𝑡∕Δ𝑥) and in the diffusion 
term (𝑑Δ𝑡∕Δ𝑥2). We keep this in mind when studying the behavior of 𝐺, as we can recast few methods to the same coefficients.

6.2.1. Displaying stability
It is stated and numerically shown in [24,46,47] that several schemes as the local discontinuous Galerkin scheme [46,47] and 

other finite difference schemes combined with an IMEX RK method are stable if the time step is upper bounded by some 𝜏0 . This 𝜏0 is 
proportional to 𝑑

𝑎2
, i.e., if Δ𝑡 ≤ 𝜏0 =𝐸0 ⋅

𝑑

𝑎2
for some 𝐸0 > 0. Considering the before mentioned parameters Δ𝑥,Δ𝑡, 𝑎, 𝑑, we introduce 

two new coefficients

𝐶 = 𝑎Δ𝑡
Δ𝑥 
, 𝐷 = 𝑑Δ𝑡 

(Δ𝑥)2
. (6.6)

Moreover, using the coefficients 𝐶 and 𝐷 reveals an equivalent condition to [24], if we assume that the quotient

𝐸 ∶= 𝐶
2

𝐷
= Δ𝑡2𝑎2

Δ𝑥2
Δ𝑥2
𝑑Δ𝑡 

= 𝑎
2

𝑑
Δ𝑡

is bounded by some constant 𝐸0, indeed,

𝐸 = 𝑎
2

𝑑
Δ𝑡 ≤𝐸0 ⟺ Δ𝑡 ≤𝐸0 ⋅

𝑑

𝑎2
= 𝜏0.

Therefore, for a given method solving the advection-diffusion equation, we can rewrite the amplfication factor in (6.5) as

𝑔(𝑘,𝐶,𝐸) =𝐺(𝑘,Δ𝑥,Δ𝑡, 𝑎, 𝑑). (6.7)

Definition 6.1 (Scheme notation). To shorten the notation, we denote the considered method for the advection-diffusion equation by 
[TMM,NODES,𝑁,𝐴𝑛,𝐷𝑚], where

• TMM stands for the respective IMEX time-marching method, among DeC, ADER, sDeC,
• NODES stands for the used quadrature nodes for the TMM, among EQ or GLB,
• 𝑁 stands for the order of the considered time-marching method TMM,
• 𝐴𝑛 denotes the optimal first derivative stencil of order 𝑛 dfined in (6.3) used for the advection term,
• 𝐷𝑚 denotes the central second derivative stencil of order 𝑚 in Table 1 used for the diffusion term.

Example 6.2 (Stability of IMEX DeC3 with 𝐴1 and 𝐷2 operators). To give an example of how to study the stability region, we show in 
Fig. 7 the stability areas {|𝑔(𝑘,𝐶,𝐸)| ≤ 1, ∀𝑘 ∈ [−𝑛0 − 1, 𝑛0 + 1]} for the [DeC,EQ,3,𝐴1,𝐷2]. On the left, we plot the stability area 
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Fig. 8. Stability areas for [TMM,GLB, 𝑘,𝐴1,𝐷2] for TMM as IMEX DeC (left), IMEX sDeC (center) and IMEX ADER (right) with eq (top) and GLB (bottom) nodes: TMM
order 𝑘 from 2 to 8.

as a function of 𝐶 and 𝐷, while on the right as a function of 𝐶 and 𝐸. The black area is associated to the unstable area, while the 
yellow displays the stable region. We recognize two sufficient conditions to obtain stability:

• the well known CFL-condition, i.e., if 𝐶 is lower than some constant 𝐶0 only dependent on the method, then the method is stable.
• the new numerically obtained condition, designated as the 𝐸0-condition: If 𝐸 is lower than some constant 𝐸0 dependent on the 

method, then the method is stable.

The two parameters 𝐶 and 𝐸 include all the remaining ones and are enough to characterize the whole scheme.

As we can see in Fig. 7, the unstable area of this specific method seems to be bounded by the linear constraints 𝐶 ≥ 𝐶0 and 𝐸 ≥𝐸0. 
We will observe numerically that these unstable regions are indeed similarly bounded in most of our methods.

Definition 6.3 (Stability parameters 𝐶0 and 𝐸0). Given the amplfication factor 𝑔(𝑘,𝐶,𝐸) of a discretization of the advection-diffusion 
equation, we dfine the two stability parameters 𝐶0 and 𝐸0 by

• 𝐶0 ∶= max𝐶∈ 𝐶 with  = {𝐶 ∶ |𝑔(𝑘,𝐶,𝐸)| ≤ 1, ∀𝐸 > 0, ∀𝑘 ∈ [−𝑛0 − 1, 𝑛0 + 1]},
• 𝐸0 ∶= max𝐸∈𝐸 with  = {𝐸 ∶ |𝑔(𝑘,𝐶,𝐸)| ≤ 1, ∀𝐶 > 0, ∀𝑘 ∈ [−𝑛0 − 1, 𝑛0 + 1]}.

Therefore, the strategy we want to follow is to look at the areas of stability by evaluating the amplfication factor max𝑘 |𝑔(𝑘,𝐶,𝐸)|
like in Fig. 7 and numerically calculating the parameters 𝐶0 and 𝐸0 for our methods, when possible.

Note, that the condition 𝐸 < 𝐸0 does not depend on Δ𝑥 and avoids CFL restrictions. We should always keep in mind that our 
numerical evaluations can just cover finite ranges of 𝐶 and 𝐸. Hence, we checked that the displayed limits for 𝐸 and 𝐶 are actually 
bounds also for larger domains of 𝐶 and 𝐸. Moreover, we also observed that the considered results do not vary much for large values 
of 𝑛0, hence, we set 𝑛0 = 103. Due time-e˙iciency, we will use this value for every evaluation in the von Neumann stability analysis 
context for the rest of this work. Further, all plots in this section will be evaluated and displayed at 400 × 400 grid points.

6.2.2. Numerical analysis
In the following plots, we will study various cofigurations of methods and the variation of the stability region changing the 

order of the methods. In particular, we will focus on changing the order of the time discretization only and varying the order of all 
operators. In the repository [34], we include other variations of the order of only the advection or the diffusion operator that we 
discard here for brevity. Moreover, we will focus on Gauss–Lobatto nodes for the time discretization only mentioning the peculiarity 
of the equispaced ones that can be found, again, in the repository [34].

We start by varying only the time scheme order. In Fig. 8, the stability areas of several methods are shown, i.e., [TMM,NODES, 𝑘, 
𝐴1,𝐷2] varying the time scheme and the nodes. As in Fig. 7, the plotted lines separates the stable region in the lower left part from 
the unstable region in the upper right side of the 𝐶 -𝐸 plane. We see a similar behavior for mostly all methods. Increasing the order 
of the time marching method results in a larger stability region and in larger values for 𝐸0 and 𝐶0.

In the equispaced case we do not observe major differences for the DeC and sDeC methods, while, for the ADER cases, the usage 
of equispaced nodes results in an irregular reduction to 𝐶0 = 0 for some orders (7 and 8), meaning that we can not ensure stability as 
we did in the other cases for high order methods, see Fig. 9 (left). This is probably due to the numerical cancellation of Newton-Cotes 
quadratures with more than 8 points that occur for orders larger than 6, used in the considered IMEX ADER method.

In Fig. 10, we study the space–time discretizations matching the orders of the time scheme with the order of the spatial terms, 
i.e. [TMM,GLB, 𝑘,𝐴𝑘,𝐷2⌈𝑘∕2⌉], where TMM is one of the 3 considered methods and 𝑘∈ {2,… ,8}. Here, we can observe for all cases 
that the higher order terms results in slightly larger stability areas and also in bigger 𝐶0 and 𝐸0, which leads to the behavior we have 
already seen in Fig. 8 varying only the order of the time scheme. Again, for high order IMEX ADER with equispaced nodes we lose 
the 𝐸0 bound from below as shown in Fig. 9.
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Fig. 9. Stability areas of ADER with equispaced nodes (left and center): varying the order of the time method (left) and varying the order of all discretizations (center). 
Bounds by 𝐶0 and 𝐸0 of the stability region (in yellow) for an sDeC method (right).

Fig. 10. Stability areas varying the order of all partial methods. 

Table 2
Approximated border values 𝐶0 (up to 2 decimals) and 𝐸0 (up to 1 decimal) for Gauss–Lobatto 
methods with operators with optimal order 𝑘.

𝑘 [DeC,GLB, 𝑘,𝐴𝑘,𝐷2⌈𝑘∕2⌉] [sDeC,GLB, 𝑘,𝐴𝑘,𝐷2⌈𝑘∕2⌉] [ADER,GLB, 𝑘,𝐴𝑘,𝐷2⌈𝑘∕2⌉]
𝐶0 𝐸0 𝐶0 𝐸0 𝐶0 𝐸0

2 0.50 2.5 0.50 2.5 0.50 0.7 
3 1.63 6.1 1.69 5.1 1.63 4.5 
4 1.04 6.9 1.43 4.9 1.04 4.2 
5 1.74 8.8 2.31 6.6 1.74 7.2 
6 1.60 4.1 2.33 4.2 1.60 4.1 
7 1.94 9.5 3.12 7.5 1.94 8.5 
8 2.00 10.2 2.85 5.9 2.00 9.8 

We can conclude that increasing the order of the time-marching method results in higher values for both 𝐶0 and 𝐸0. However, 
the considered higher order finite differences for the spatial discretizations do not grant significant improvements. A special mention 
to high order IMEX ADER with equispaced nodes is necessary also here. The border 𝐸0 vanishes, indeed, for order > 7, see Fig. 9
(center). Moreover, also varying the spatial discretization we obtain the same results. We remark that there are plenty of more options 
to test, which we do not include in this analysis, some of which can be found in the repository [34]. Nevertheless, we presented all 
remarkable combinations of methods we tested and a summary of their results.

As an example, we plot the stability region of [sDeC,GLB,2,𝐴1,𝐷2] in Fig. 9. We observe an asymptotic behavior both for 𝐸 →∞
against a line 𝐶 = 𝐶0 and also some sort of border line 𝐸 < 𝐸0 for large values of 𝐶 , which ensures stability for an arbitrary 𝐶 , if 
𝐸 ≤𝐸0. These are the desired values for 𝐶0 and 𝐸0. In Table 2, we study the operators with order 𝑘 matching for the time and spatial 
discretization for time schemes dfined by GLB nodes. We display in that table the maximal values 𝐶0 and 𝐸0. We clearly see that 
they increase as the order increases. The only value that is not uniform among the methods is 𝐸0 for ADER GLB of order 2, for which 
we have a restrictive bound. We also want to highlight, that 𝐶0 matches inbetween the DeC and ADER methods for the same orders. 
This is probably due to their coinciding explicit stability regions for ODEs, as pointed out in [19].

7. PDE: analysis of advection-dispersion

In this section, we extend the analysis and results to observe the behavior of IMEX ADER and DeC methods onto the advection
dispersion equation
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𝑢𝑡(𝑥, 𝑡) + 𝑎𝑢𝑥(𝑥, 𝑡) + 𝛽𝑢𝑥𝑥𝑥(𝑥, 𝑡) = 0, 𝑎 ≥ 0, 𝛽 ≥ 0. (7.1)

7.1. FD discretization

First, we introduce at this point the considered spatial discretizations for the advection-dispersion equation. Thereby, we consider 
the same discretization for the advection term, as introduced in Section 6.1. 
For the dispersion term, we will consider the upwind scheme used in [24] to test stability for the advection-dispersion equation (7.1). 
It is of order 3 and given by

𝜕3Δ𝑥(𝑢(𝑥𝑗 )) =
1 

4Δ𝑥3
(
−𝑤𝑗−2 −𝑤𝑗−1 + 10𝑤𝑗 − 14𝑤𝑗+1 + 7𝑤𝑗+2 −𝑤𝑗+3

)
. (7.2)

For higher orders, we have used the optimal 2𝑟+ 1 order formula on stencils of the type [−𝑟, 𝑟+ 1] with the tool provided in [48].
We have also tested the methods with a central finite difference formula of order 2, always leading to less stable methods, hence, 

we will not include them in the following discussion.

7.2. von Neumann analysis

As previously done for the advection–diffusion problem, we will perform the von Neumann analysis by looking at the coefficients 
of the finite difference schemes, i.e.,

𝐶 = 𝑎 Δ𝑡 
Δ𝑥
, 𝑃 = 𝛽 Δ𝑡 

Δ𝑥3
.

The procedure is analogous to the advection–diffusion one, with 𝐶, 𝑃 instead of 𝐶, 𝐸.

7.2.1. Displaying stability
To denote the considered methods, we use again the notation introduced for the advection-diffusion equation

[TMM,NODES,𝑁,𝐴𝑛,𝐵𝑚],

where 𝐵𝑚 refers to the upwind 𝑚-th order stencils of type [−𝑟, 𝑟+ 1]. We proceed evaluating the amplfication factor

𝐺(𝑘,Δ𝑥,Δ𝑡, 𝑎, 𝛽) = 𝑔(𝑘,𝐶,𝑃 )

to observe the stability region as a function of 𝐶 and 𝑃 . In opposition to the advection–diffusion case, in [24] only a CFL condition 
is found, even if, numerically, they observe larger stability regions with a little of dispersion. We want to give a more comprehensive 
study of this behavior for different schemes and, as before, we look for meaningful coefficients that bounded by some constants give 
the stability. To find such coefficients, we proceed with an example.

Example 7.1. In Fig. 11, we display the stability areas for the [DeC,GLB,2,𝐴1,𝐵3] and [DeC,GLB,3,𝐴1,𝐵3] on the (𝐶,𝑃 ) plane (left). 
In the IMEXDeC2 case, we note that for low 𝑃 a CFL constraint 𝐶 ≤ 1 guarantees stability, while for large 𝑃 we see a linear constraint 
of the type 𝑃 ≳ 𝐸0𝐶 . In the IMEXDeC3 case, there is a further unstable region close to the 𝐶 = 0 axis. This extra unstable region is 
due to the fact that IMDeC3 is not A-stable and, hence, for low values of 𝐶 not enough numerical dissipation is brought to the system.

Anyway, the linear constraint on the large 𝑃 motivates the following definition of

𝐸𝑃 ∶= 𝐶
𝑃

= Δ𝑡𝑎
Δ𝑥 

Δ𝑥3
𝛽Δ𝑡 

= 𝑎Δ𝑥
2

𝛽
.

Now, looking at the right plot for IMEXDeC2 in Fig. 11, we observe that either 𝐶 ≤ 1 or 𝐸𝑃 ≤𝐸0 ≈ 10−4 guarantee stability. This is 
a peculiar result as 𝐸𝑃 = 𝑎Δ𝑥2

𝛽
does not depend on the time discretization. The same does not hold for IMEXDeC3, where this area is 

stable only for large values of 𝐶 , which leads to ridiculously small Δ𝑥 and large Δ𝑡. 

These exemplary stability regions hold for most of the considered cases, i.e. all methods of order 2 do not have the instability 
areas for small 𝐶 and large 𝑃 , as well as the IMEX ADER methods with equispaced nodes until order 4 and all IMEX ADER methods 
with Gauss-Lobatto nodes. Remark that these are exactly the methods which seem to be A-stable in their implicit ODE application as 
discussed in section 5. All remaining methods possess this unfavorable stability region.

7.2.2. Results for IMEX DeC, sDeC and ADER
In this section, we present the analysis results as displayed in Example 7.1, varying numerical methods. We proceed now studying 

the stability regions increasing the order of the time scheme only, keeping fixed the advection and dispersion operators (𝐴1 and 𝐵3), 
later on we also increase the accuracy of the advection and dispersion operators. In Fig. 12, we can observe the stability regions 
changing the time scheme order from 2 to 6 for GLB nodes. For DeC methods of order larger than 2, we cannot not provide bounds 
that guarantee the stability for small 𝐶 and 𝐸𝑃 . Anyway, away from this area, we observe stable regions for both 𝐶 ≤ 𝐶0 with 𝐶0
values similar to the ones of the advection–diffusion section, see Table 2, and for 𝐸𝑃 ≤𝐸𝑃,0 with 𝐸𝑃,0 ≈ 4 ⋅10−5 independently on the 
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Fig. 11. Stability areas for [DeC,EQ,2,𝐴1,𝐵3] and [DeC,EQ,3,𝐴1,𝐵3] with third order upwind dispersion operator. 

Fig. 12. Stability areas for orders 2 to 6 with GLB nodes, the upwind scheme of (7.2) for the dispersion and an first order backward scheme for the advection term. 

Fig. 13. Stability areas varying orders 2 to 6 of the advection scheme and time scheme. 

DeC method used. In general, sDeC guarantees more stability in the region with 𝐶 ∈ [1,10] and 𝐶∕𝑃 ∈ [10−4,10−2]. The differences 
between equispaced and GLB are not so relevant.

On the other hand, IMEXADER with GLB nodes is very stable and there are clear bounds 𝐶 ≤ 𝐶0 ≤ 3 and 𝐸𝑃 ≤ 𝐸𝑃,0 ≤ 10−4 that 
guarantee stability. Moreover, there is a large stability area for large 𝐶 ≤ 10 and not so small 𝐸𝑃 . On the contrary, IMEXADER with 
equispaced points (figure available in the repository [34]) for order more than 4 is much more unstable and only the are with both 
𝐶 ≤ 𝐶0 and 𝐸𝑃 ≥𝐸𝑃,0, which quite restrictive.

Again, the behavior of all these schemes rflects the A-stability property of the corresponding implicit methods.
In Fig. 13, we check the stability regions varying the advection and time order of accuracy for DeC, sDeC and ADER GLB methods. 

We find a loss of stability by increasing the order. We already see a slight reduction of our border 𝐶0 for order 2 and 3. Going onto 
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Fig. 14. Stability areas for orders 2 to 6 with GLB (top) and equi (bottom) nodes, dispersion with stencil [−⌈(𝑘+ 2)∕2⌉ + 1,⌈(𝑘 + 2)∕2⌉], advection of order 𝑘 as in 
(6.2) and time scheme of order 𝑘. Notice the difference in scales for 𝐶 between ADER and DeC.

orders 4, 5 and 6, we obtain way larger unstable regions, in particular in the low 𝐸𝑃 region that was stable in the previous test. For 
IMEXADER, we observe a strong reduction of the stability region in the low 𝐶 high 𝐸𝑃 region (observe the different scale) as well as 
in low 𝐸𝑃 values for order 6.

In Fig. 14, we increase all together the order of all operators. In particular, for a given order 𝑘 for the dispersion operator we use 
the optimal stencil with support [−⌈(𝑘+2)∕2⌉+1,⌈(𝑘+2)∕2⌉], similar to the upwinding of (7.2). To compute the coefficients of the 
dispersion operator, we have used the tool [48]. We are working with the dispersion stencil of order 3, 5 and 7. The Fourier symbol 
of the stencils of order 5 and 7 take values very close to the imaginary axis also for quite large imaginary values. This means that 
schemes that are not A-stable will poorly perform on such higher orders. On the other hand, the dispersion operator of order 3 is 
only tangent to the imaginary axis, but it quickly has real values away from zero for large imaginary values. This will ifluence the 
stability regions.

We immediately see that the stability regions shrink and for high order DeC (greater than 5), we lose the stability region 𝐸𝑃 ≤𝐸𝑃,0. 
For ADER methods again the region with 𝐶 ≤ 𝐶0 and moderate 𝐸𝑃 shrinks quite a lot and for order 6 the stability region 𝐸𝑃 ≤𝐸𝑃,0
essentially disappears. For the equispaced case, as for the time only case, from order 5 on there is no stable region for low 𝐸𝑃 [34].

We conclude that the observed IMEX methods combined with the finite difference stencils for the spatial discretization do not 
possess a spatial-independent condition on the time step (as for the diffusion case). Still, in most of the methods a classical stability 
region for 𝐶 ≤ 𝐶0 and 𝐸𝑃 ≥𝐸𝑃,1, i.e., 𝑃 ≥ 𝐶∕𝐸𝑃,1, is observable, while a time independent stability region for 𝐸𝑃 ≤𝐸𝑃,0 is present 
only in few low order cases and it is really linked to the used spatial discretization.

8. Numerical tests

8.1. ODE tests

In this section, we will apply the introduced explicit, implicit and IMEX methods on ordinary differential equations to compare 
them with the theoretical results obtained before. Remark that our implementation takes usage of the linearized versions as in (4.5). 
This is exact for linear systems, but has to be kept in mind while considering nonlinear ODEs.

8.1.1. Validation of the ImsDeC stability region
As seen in Figs. 1 and 2, the ImsDeC has an unexpected behavior by being the only considered pure implicit method here, which 

is not almost A-stable for high orders. We want to validate this statement applying the method on some ODEs. 
As example we take the ImsDeC11 with Gauss-Lobatto nodes, because it has the smallest stability region out of all ImsDeC methods. 
We observe that the limited, stable region has its left border approximately at 𝑧 = 900 + 0𝑖. 
Solving at first the linear, scalar ODE

𝜕𝑡𝑦(𝑡) = −103𝑦(𝑡), 𝑦(0) = 1, (8.1)

with different step sizes ℎ1 = 1.0, ℎ2 = 0.5, ℎ3 = 0.02, ℎ4 = 0.01, we expect the ImsDeC method for ℎ1 to be unstable and for the 
remaining 3 ℎ𝑖 to be stable, because 𝑧1 = 𝜆 ⋅ ℎ1 = −103 ⋅ 1 = −103 ∉ 𝑆 , while |𝑧𝑖| = |𝜆ℎ𝑖| < 900 and belong to 𝑆 for 𝑖 = 2,3,4, where 
𝑆 denotes the stability region of the ImsDeC11 with Gauss-Lobatto nodes. The numerical results are shown in Fig. 15. We observe 
that for ℎ1, the method diverges from the decaying exact solution 𝑦(𝑡) = 𝑒−103𝑡, which is in agreement with 𝑧1 ∉ 𝑆 . In the second case 
for ℎ2, we see the solution curve mimicking the decaying behavior, which validate the fact that 𝑧2 ∈ 𝑆 . As a comparison, we also 
plot the ImDeC11 with Gauss-Lobatto nodes which is known as almost A-stable and shows appropriate results. As seen in Fig. 15, of 
course for both 𝑧3 and 𝑧4, we obtain qualitative good solutions. We also display the sDeC11 in these figures and observe that their 
stability properties are still much worse than these of the ImsDeC11, as its stability region ends around 𝑧 ≈ 6, which make ℎ𝑐 =

6 
103

the threshold for a stable discretization.
We can summarize that the numerically calculated stability regions are validated through this experiment.
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Fig. 15. Solving (8.1) using ImsDeC11 with ℎ = 1 (top left), ℎ = 0.5 (top right), ℎ = 0.01 (bottom left) and ℎ= 0.005 (bottom right). 

Fig. 16. Solving equation (8.2) using ImsDeC11 with ℎ = 1.0 (left) and ℎ = 0.5 (right). 

Moving to a nonlinear example, we test the ImsDeC11 with Gauss-Lobatto nodes for the nonlinear ODE

𝜕𝑡𝑦(𝑡) = −106|𝑦(𝑡)| ⋅ 𝑦(𝑡) + 1, 𝑦(0) = 1 √
106

(8.2)

and compare it again with the analogue ImDeC. We observe in Fig. 16 on the left that the ImDeC handles the stiff equation well, while 
the ImsDeC again has an unstable behavior for the step ℎ1 = 1. This coincides with the stability region because for our nonlinear 
equation, an equivalent to 𝜆 could be roughly obtained by linearizing the equation, so that 𝜆 ∶= −106|𝑦(𝑡)| ≈ −106 ⋅ 1 √

106
= −103 and 

therefore 𝑧1 ≈ −103 ∉ 𝑆 . Nevertheless, after rfining to ℎ2 = 0.5 we have 𝑧2 ≈ −500 and we expect again stability for the ImsDeC, 
which can be seen on the right of Fig. 16.

Summarizing we can observe that the non-A-stable ImsDeC performs worse than the ImDeC for stiff applications, but may still be 
applicable to mildly stiff problems providing better results than explicit sDeC.

8.1.2. A stiff linear example for the IMEX methods
We consider the second order ODE

𝜕𝑡𝑡𝑦(𝑡) = −2𝜕𝑡𝑦(𝑡) − 2501𝑦(𝑡), 𝑦(0) = 1, 𝜕𝑦(0) = 0, (8.3)

which can be rewritten as a system of ODEs

𝜕𝑡𝑢1(𝑡) = −2𝑢1(𝑡) − 2501𝑢2(𝑡), 𝑢1(0) = 1,

𝜕𝑡𝑢2(𝑡) = 𝑢1(𝑡), 𝑢2(0) = 0.
(8.4)

The exact solution is given by
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Fig. 17. Solving equation (8.4) with different methods using equispaced nodes with ℎ = 0.1. 

Fig. 18. Error convergence on an advection diffusion problem for DeC, sDeC, ADER and dotted reference error line 𝑁−𝐾 , for orders from 𝐾 = 2 to 𝐾 = 5 (from top to 
bottom).

𝑢(𝑡) =
(
𝑦(𝑡)
𝜕𝑡𝑦(𝑡)

)
=

( 1 
50 𝑒

−𝑡 (sin(50𝑡) + 50cos(50𝑡))
− 2501

50 𝑒
−𝑡 sin(50𝑡)

)
,

i.e., it shows a rapid oscillation and a slow transient part. Therefore, we separate the right-hand side of (8.4) by

𝐹𝐼 (𝑢(𝑡)) =
(
−2501𝑢2(𝑡)
𝑢1(𝑡)

)
, 𝐹𝐸 (𝑢(𝑡)) =

(
−2𝑢1(𝑡)

0

)
to treat 𝐹𝐼 implicitly and 𝐹𝐸 explicitly. 
The numerical solutions for IMEX ADER, IMEX DeC and to comparison ADER are shown in Fig. 17, all methods of order 5 and use 
equispaced nodes. As before, we observe stability for the IMEX methods while the explicit ADER does not converge towards the exact 
solution. Moreover, it is remarkable that the IMEX methods are able to catch the slow transient part even when the discretization 
scale does not allow to represent the fast oscillatory behavior.

8.2. PDE tests

Finally, we assess the accuracy of the proposed schemes on the advection–diffusion equation (6.1). We consider the domain 
Ω= [0,2𝜋], 𝑢0(𝑥) = sin(𝑥), 𝑎 = 1 and 𝐶 = 𝑎Δ𝑡

Δ𝑥 = 0.4. We fix for all simulations 𝐸 = 0.5, leading to a variable 𝑑 = 𝑎2Δ𝑡
𝐸

. We test ADER, 
DeC and sDeC with GLB nodes for variable orders from 2 to 5 and meshes with sizes from 𝑁 = 25 to 𝑁 = 211. The spatial operators 
are generated using [49]. For all methods we obtain stable simulations. In Fig. 18, we observe how all methods converge to the exact 
solution 𝑢(𝑡, 𝑥) = 𝑒−𝑑𝑡 sin(𝑥− 𝑎𝑡) with the expected order of accuracy.

9. Conclusions

In our study, we have analyzed the implicit and implicit-explicit ADER and DeC methods in terms of their stability properties. To 
this end, we initially reformulated them as RK methods and investigated them based on the selected order, method, and quadrature 
nodes. Unlike our prior work [19], which focused on explicit versions, we observed significant variations in stability behavior, ranging 
from A-stable to bounded stability regions. In general, the implicit (and implicit-explicit) ADER methodology demonstrated greater 
stability compared to the DeC framework.

After the ODE case, we further extended our analysis to the PDE case, focusing on advection-diffusion and advection-dispersion 
equations inspired by previous works [24,46]. For space discretization, we utilized up-to-date finite difference stencils and derived 
CFL-like stability conditions through von Neumann stability analysis. Notably, we expanded upon the investigation of [24] by in
troducing two new auxiliary coefficients for the advection-diffusion equation. These coefficients yielded equivalent conditions to 
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those in [24], but they do not depend on the spatial discretization. We established precise boundaries for relevant coefficients for 
advection-diffusion and advection-dispersion and offered recommendations regarding the suitability of specific schemes.

In the future, further potential research directions include exploring different space discretization methods and focusing on con
tinuous and discontinuous Galerkin formulations [50,51]. Additionally, investigating stability in the context of nonlinear problems 
would be desirable, particularly focusing on the entropy production of such schemes as suggested by previous works [52--54], or 
using the add-and-subtract version of the implicit ADER and DeC to study the stability in the same style of [55].
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